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Abstract: In this paper we build on two recent attempts to formalise reasoning with 

dimensions. Both of these approaches effectively map dimensions into factors, which 

enables propositional reasoning, but we show that sometimes a balance between dimen-

sions needs to be struck. To permit trade-offs we need to keep the magnitudes and rea-

son more geometrically. We also revisit the link between dimensions and values, arguing 

that values play a number of distinct roles, not only explaining preferences between 

factors, but also ensuring that all the purposes of the underlying law are considered. 
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1. INTRODUCTION 

One of the major tasks addressed by AI and Law over the last three decades or so has 

been to come to a good understanding of the representation of, and reasoning with, 

legal cases. This has also been central to the work of Professor Yoshino. In 1984 he 

organised the Legal Expert System Association (LESA) in Japan [36], and began to 

develop legal expert systems, (LES and LES-2 [35] in the domain of contract law). LES-

2 was largely within the logic programming paradigm of [30]. Further developments 

included the language CPF (Compound Predicate Formula) [32], specifically to repre-

sent legal knowledge, and methods to allow meta inference [33]. Professor Yoshino 

continued to work on contracts, especially in the context of the Convention on the 

International Sale of Goods (he organised a series of workshops on this topic collocat-

ed with ICAIL in the 90s) and he came to recognise the need for case law, and the 

need to use fuzziness to handle this [20]. This paper describes our own current work 

on this topic, in particular how best to handle the problem of non-Boolean features of 

cases, necessary to capture certain kinds of reasoning with legal cases. 

Our work is developed within the tradition of HYPO and its successors, a line of re-

search described in [10], which has only recently started to again pay serious attention 

to non-Boolean features. Although such features were present as dimensions in HY-

PO, they have (with occasional exceptions such as [12]) tended to be simplified to 

Boolean factors in the drive to obtain a good understanding of the logic of preceden-

tial reasoning. Recently, however, as described below, interest in such features has 

undergone a significant revival. 

As told in [10], the story begins with the dimension-based HYPO [7] and moves 

through the factor-based CATO [5], to expression as a set of rules [25] enabling a 

formalisation of factor-based reasoning by Horty in [22], which was refined by Rigoni 

in [27]. Factors can be seen as stereotypical patterns of facts, either present or absent 

in a case, and, if present, favouring either the plaintiff or the defendant. Dimensions, 

in contrast, are ranges of values (either numeric or enumerated), running from an 

extreme pro-plaintiff point to an extreme pro-defendant point. The applicability of 

dimensions to a case, and the point at which the case lies, is determined by the case 

facts, and the dimension may favour either party. The relationship between dimen-
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sions and factors is discussed in detail in [29]. Since the mid-90s, factor-based repre-

sentations have been the main focus, and, although dimensions have always had their 

advocates [12], it is only more recently that dimensions have been revived as a way of 

connecting factors to the facts, and providing a way of capturing additional nuance 

(e.g. [26], [2] and [4]). More recently Horty has attempted to extend his formalism to 

accommodate dimensions [21], and in [28] Rigoni has critiqued this approach from the 

standpoint developed in [27]. In parallel with these developments, there has been 

exploration of the relationship between case law decisions and the purposes, or social 

values, they promote. The idea of its associated purpose as a measure of strength of a 

dimension was introduced in [14] and most fully expressed (in terms of values) in [13]. 

Recent discussions of the role of values, considering dimensions as well as factors, can 

be found in [1] and [2]. 

In this paper we will consider the role of values and their relation to dimensions in the 

light of [21] and [28]. After some background, we will consider how to argue with 

dimensions in legal CBR, and the role of values. We do so using the domain 

knowledge represented as an Abstract Dialectical Framework (ADF) [16] as described 

in [3]. In particular we will show that: 

 Any legal CBR problem can be reduced to a series of steps involving at most two 

dimensions, so that higher dimensional spaces need not be considered; 

 The non-leaf nodes of the ADF can be seen as being one of five kinds, as determined 

by the types of their children; 

 For some nodes, dimensions cannot be reduced to factors and need to retain their 

magnitude, to permit trade-offs; 

 Values are required to play several different roles, not just the expression of prefe-

rences between rules as in [13]. 

2.  FORMALISING FACTORS AND DIMENSIONS 

The formalisations of factor-based reasoning of both Horty and Rigoni are based on 

the method of expressing precedents as rules found in [25]. In that paper a case is 

considered to be a triple (P, D, o), where P is the set of all pro-plaintiff factors present 

in the case, D is the set of all pro-defendant factors present in the case and o is the 
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outcome, either plaintiff (π) or defendant (δ). Now P → π will be the strongest reason 

to find for the plaintiff and D → δ will be the strongest reason to find for the defend-

ant. We can therefore deduce that either P ≻ D or D ≻ P depending on the value of o. 

These preferences permit only a fortiori reasoning. Although [25] has a notion of rule 

broadening as a dialogue move, a key insight of Horty is that P → π may be stronger 

than is required and some subset of P may be sufficient to defeat D. Horty does not 

specify how exactly the subset is determined, but it could be interpreted as the ratio 

decidendi of the case. In general the use of P gives rise to what Horty terms the rule or 

result model and attributes to Alexander [6], and the subset what he terms the reason 

model, and attributes to Lamond [23]. 

Figure 1. Dimension after 2 cases 

Horty’s key idea in [21] is that dimensions can be mapped into factors, with the posi-

tion on the dimension occupied by a particular case determining (through precedent 

cases) whether the corresponding factors are present or absent in that case. Note that 

the point at which the factor becomes present may not be the point on the dimension 

in the case facts of the precedent, which would be the result model. Instead the factor 

might become present at a point weaker for the side it favours so including the prece-

dent and some other future cases, giving the reason model. In his example (taken 

from [25]), a person is attempting to show a change of fiscal domicile on the basis of 

absence from his home country. In the example a person is absent abroad for 36 

months and change is found on the grounds that the absence is longer than a year. 

Thus the factor is present on the results model if the absence is at least 36 months and 

on the reason model if the absence is greater than a year. On his approach, however, 

Horty finds that, when using magnitudes, the result and the reason models collapse 

into one. Moreover, the reason does not constrain. Horty considers a second case in 

which the person has been absent for 18 months, but the court wishes to apply a 
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stricter standard and rule against change on the grounds that it was less than two 

years. Horty wishes to say that the court can consistently decide in this way, although 

it cannot offer as a reason that the absence was below a threshold greater than three 

years, which would contradict the result of the precedent case. Rigoni objects in [28] 

both to the collapse of the two models, and to allowing the court to decide that 18 

months is not enough for change, which he claims is counter intuitive, given the rea-

son expressed in the precedent. Essentially Rigoni is happy to adopt the reason given 

in the decision, and disregard the particular instantiation using the facts of the case in 

which the reason was stated. That might be expressed as Rigoni treating the reason as 

ratio, whereas Horty treats it as obiter. 

The dimension and the two cases in the example are shown in Figure 1. There are a 

number of points of interest within this dimension. One set is the positions occupied 

by the precedent cases. Another set is the positions used to express reasons (if any) in 

the precedent cases. Finally we have the point, identified in [28] but not explicitly in 

[21], at which the dimension ceases to favour no change and begins to favour change. 

Rigoni terms this the switching point (SP). The question is where SP lies. For Horty it 

lies somewhere to the right of 36, whereas for Rigoni it cannot lie to the right of 12, if 

Case 1 is serving as a precedent. Rigoni then presents an alternative way of formalising 

dimensions which avoids the collapse of the two models and satisfies his intuition to 

disallow the decision in Case 2. Rigoni suggests that a dimension should be thought of 

as a series of factors and uses magnitude to constrain their relative strength and SP to 

determine their polarity. This is essentially also the approach of [26] and [11], although 

presented less formally in those papers. 

Here we will avoid reducing dimensions entirely to Boolean factors, which is what 

enables the reasoning to be expressed in terms of propositions and rules, convenient 

as this is for arguing in a conventional style. We want to avoid this reduction because 

it excludes the notions of trade-offs and balance between dimensions, used in some 

legal decisions [24]. Instead we will build on the ideas of [9] and look at the possibili-

ties of a different flavour of argumentation, based on geometry rather than rules. A 

further aim of the paper is to relate the dimensions to values, which are not discussed 

in either [21] or [28]. 
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3. ARGUING WITH DIMENSIONS 

From Figure 1, we can see that the dimension can be divided into a number of zones. 

Case1 argued that 12 months should suffice for change, and that 36 months conclusive-

ly established change. Thus less than 12 months should presumptively find for no 

change (no precedents to establish a conclusive minimum absence have yet been 

decided), between 12 and 36 months there is a presumption for change and after 36 

months change is conclusively established. The reason is not, however, followed in 

Case2, which establishes less than 18 months as conclusive for no change, between 18 

and 24 months as presumptively favouring no change, reducing the range presump-

tively favouring change to 24 to 36 months. Beyond 36 months remains conclusive for 

change. This would put the SP somewhere between 18 and 36 months, presumptively, 

based on these two cases, at 24 months. 

Given such a picture we would expect all the cases for change to appear to the left of 

SP and all the cases for no change to appear to the right of SP. But it is unlikely that 

this will be so, because it is unlikely that absence will be the only dimension to be 

considered. Typically a case can be distinguished by pointing to a different aspect 

which is more favorable to the other party. In [21] Horty adds a second dimension to 

the example, namely the percentage of income earned abroad. The idea is that the 

greater this percentage, the stronger the case for change, and so it may well be that 

there is a kind of trade-off whereby a larger percentage of income from abroad will 

require a shorter absence. If only the absence dimension is considered, some cases 

decided for change may appear to the right of cases decided for no change. This may 

be explained by looking at another dimension: perhaps the percentage of income is 

greater in those cases. The arguments resulting from considering two dimensions 

were considered in [9]. 
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Figure 2. Case 3 with 2 dimensions, showing alternative decisions 

In two dimensions we need to think in terms of north-west and south-east of the 

various points, rather than left and right. The facts of the case and its result define an 

area where the decision must be followed (black in Figure 2), and the reason given 

offers a hypothetical set of facts that creates an area which presumptively favours the 

winning side (grey in Figure 2). A new case may then fall into an area not yet covered 

by precedents and depending on the outcome, it will claim some of the space for the 

winning side. Figure 2 illustrates the situation, for the domicile example using absence 

and income percentage and a third case. 

4. USE OF 2-REGULAR ADF 

In [9] the discussion was always in terms of two dimensions, but it was left open as to 

whether higher dimensional spaces might require consideration. In fact, just as any 

set of relations can be expressed in terms of binary relations and any k-SAT problem 

can be expressed as 3-SAT, it is possible to represent any domain so as to ensure that 

no more than two dimensional spaces are needed. In [3] the ANGELIC methodology 

for representing domain knowledge as an Abstract Dialectical Framework (ADF) [16] 

was presented. Formally an ADF forms a three tuple: a set of nodes, a set of directed 

links joining pairs of nodes (a parent and its children ), and a set of acceptance condi-

tions, one per node. The nodes represent statements which, in this context, relate to 
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issues, intermediate factors and base level factors2. The links show which nodes are 

used to determine the acceptability of other nodes, so that the acceptability of a par-

ent node is determined by its children. The acceptance condition for a node states 

how precisely its children relate to that node. In [1] it was shown that such an ADF 

could be rewritten as a 2-regular ADF, in which every non-leaf node has at most two 

children. Since the acceptability of a node in an ADF depends only on its children, this 

means that we need never consider more than two dimensions to resolve the accepta-

bility of a node, and, since an ADF produced by the ANGELIC methodology forms a 

tree, the topmost node can be resolved without the need to consider more than two 

nodes at any given step. 

Also at this point we should note that not every aspect of a case requires representa-

tion of magnitude. In the original HYPO [7] in 10 of the 13 dimensions only the two 

extreme points were of interest. Such aspects are better seen as two factors, and al-

ways favouring a particular side. Recognising this, in [28], Rigoni describes cases using 

both factors and dimensions. Even when the aspect has genuine magnitude, in the 

context of the particular domain it may be unnecessary to go beyond factors. Thus age 

is clearly an aspect with magnitude, but in a particular context, it may be possible to 

reduce it to a set of factors using thresholds. For example it may be that age is relevant 

only to distinguish between adults and minors, so any age above 18 is equivalent to 

every other age above 18. (Note both that domain case law may not be required to fix 

the threshold and that the threshold may change: pre-1970, the UK threshold for the 

age of majority was 21 rather than 18.) This means that any given node in our 2-regular 

ADF (other than non-leaf nodes which are instantiated directly from the case facts) 

may have as children any of the following five combinations: 

1. two factors; 

2. one dimension and one factor; 

3. two dimensions; 

4. one factor (the other child is a dummy node, for example, true); 

                                                           

2  Although in [16], the statements were presented as three valued, this was subsequently gener-
alised [15] to allow for statements with many values. 
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5. one dimension (the other child is a dummy node, for example, true). 

(1) is found in factor-based reasoning as formalised in [22] and [27]. 

In (2) the factor provides a context for the consideration of a dimension. Suppose that 

in the fiscal domicile example, citizenship is a factor to be considered: if the person is 

a UK citizen, a longer absence may be required before a change is made. Note that 

this aspect has no natural interpretation with magnitude: either one is a UK citizen or 

not. The SP for the child with magnitude will depend on the context supplied by the 

factor child. 

In (3) we have the kind of trade-off illustrated in Figure 2. The two dimensions de-

scribe points in a two dimensional space, and a line is drawn separating the area fa-

vouring one outcome from the area favouring the other outcome. There is no differ-

ence between dimensions which are best thought of as continuous and those best 

thought of as a set of discrete points: in the latter case the space can be represented as 

a lattice, but this still needs to be partitioned into the areas favouring the two out-

comes. 

Examples of (4) should be rare: the child can simply replace the parent. Finally in (5) 

we have a way of implementing thresholds. Thus the parent will be something like 

sufficient absence, and the purpose of the node is to provide a means of converting a 

dimension into a factor, much as envisaged by Horty in [22]. Similarly a set of such 

nodes, all with the actual point of the dimension as their child, would produce the set 

of factors envisaged in [28] and [26]. 

 
Parent Child 1 Child 2 Acceptance 

Trade Secret 
Misappropiation 

 
Info Trade Secret 

 
Info Misappropriated 

 
AND 

Info Trade Secret Information Valuable Maintain Secrecy AND 

Info Misappropriated Not OK Means Improper Means OR 

Not OK Means Info Used Confidential Relationship AND 

Table 1. IBP Logical Model as 2-Regular ADF 
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5. RELATION WITH VALUES 

Now we can reintroduce a relationship with purposes or values. The idea of values 

derives from [14] in which values were used to explain preferences between competing 

factors, and hence to resolve conflicts for which there was no precedent involving 

precisely these factors. In the absence of an exact precedent in terms of factors, if the 

factors involved relate to values between which a preference had been expressed in a 

precedent, that value preference can be applied to determine which factor should be 

preferred. This allows us to go beyond a fortiori reasoning. This idea was the basis for 

the formalisation of theory construction found in [13]. As the exploration of values 

developed it became recognised that, since the object of law is, as argued in [14], to 

fulfill certain purposes, the various aspects of the case that need to be considered (that 

is, the factors and dimensions) are those required to fulfill these purposes, to ensure 

the promotion of, and avoid the demotion of, certain values. Thus the existence of 

factors and dimensions in case law domains was justified by their role in enabling the 

consideration of particular values. This was the basis of the representation of cases in 

[18] in which there was a one-to-one relation between dimensions and values, and in 

[11], although there some values were represented by two distinct dimensions. In [39] 

it was recognised that values might play two roles: justifying the presence of a rule, or 

justifying the inclusion of a particular antecedent in a rule. We will begin by illustrat-

ing the ideas with the logical model of the US Trade Secrets domain used in [17], 

shown as a 2-regular ADF in Table 1. 

As given in [18] and [11], US Trade Secrets requires consideration of 5 values: 

 Reasonable Efforts (RE), requiring the plaintiff to take reasonable steps to protect the 

information, 

 Material Worth (MW), requiring that the information have value, 

 Questionable Means (QM), requiring the defendant to refrain from criminal or du-

bious conduct, 

 Legitimate Means (LM), allowing the defendant to acquire the information indepen-

dently (that is without using the information), by research, etc., and 

 Confidential Relationship (CR), enforcing respect to confidentiality agreements. 
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These values are represented by the leaf nodes of the logical model. Where the chil-

dren are linked by AND, we ensure that both values are promoted, and where they are 

linked by OR we ensure that at least one of the values is promoted. Thus the role of 

nodes with two factors as children linked by AND or OR is to ensure that required 

values are given their due consideration. But there are also cases where the polarity of 

the two children is different: effectively the connective is UNLESS. An example con-

cerning Trade Secrets taken from [1] is Info Valuable which has the pro-child Info 

Useful and the con-child Info Available, i.e. the information is valuable if it is useful 

unless it is available elsewhere. Here we can express a preference between values: the 

value of the exception is preferred (since otherwise the exception would have no ef-

fect). Here we can say that the value of discovery by Legitimate Means outweighs the 

value of Material Worth. No matter how valuable the information, it cannot be pro-

tected against legitimate discovery by a competitor. Unlike [13], different preferences 

may be used in different nodes. 

The second kind of node is where we have a factor providing a context for a dimen-

sion. This can be illustrated using our fiscal domicile example. Absence is there to 

promote stability. But the length of absence might be considered differently for differ-

ent types of citizen. Thus UK citizens might require a longer absence than citizens of 

other countries who had been working here on a long term, but not permanent, post-

ing. Thus we may envisage a parent sufficient given citizenship, with children UK citi-

zen and absence. What we have here is two distinct dimensions of the sort shown in 

Figure 1. The cases that fall on each dimension, and the switching point, will depend 

on the value of the citizenship factor in the particular cases. The value served here is 

stability, but the context allows consideration of the value of mobility of labour, since 

we are allowing non-UK citizens an easier path to restoring their original fiscal domi-

cile. Thus we are able to consider two values, or to consider what promotes a value in 

a particular context. Similarly nodes of type (5) allow consideration of what is suffi-

cient to promote a value, but here no context need be considered: the switching point 

at which the dimension becomes sufficient is the same for all cases. This permits a 

threshold for a factor to be determined by precedents, as envisaged in [21], and argu-

ment about which threshold is appropriate. 
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This leaves nodes with two dimensions. Where they are linked by AND or OR, the role 

of values is the same as for two factors. For example, we can determine whether both 

sufficient absence (to promote stability) and a sufficient degree of engagement (shown 

by the percentage of foreign earnings, and promoting equity between countries) can 

be shown so that the abstract factor sufficient commitment can be seen as present in 

the case. For such cases, for AND and OR, both children will be type (5), and can be 

resolved using some suitable multi-valued logic technique, such as Zadeh’s fuzzy logic 

[38]. Type (3) nodes will be those where a balance needs to be struck (see [24] and 

[19]) and so there is some kind of trade-off between the dimensions, as in Figure 2. 

This is also the situation considered in [9]. Where the need is to consider a pair of 

values with no trade-off, type (5) nodes suffice. Thus the parent node might be Suffi-

cient Commitment which promotes the value of Equity, since the idea of changing 

fiscal domicile is to enable the country where the work is done to receive its fair tax 

dues, while respecting the need for stability and a certain degree of freedom of move-

ment. Now the line partitioning the two dimensional absence-income space is intend-

ed to represent the balance between stability and engagement required to promote 

equity. Note that, unlike the exception nodes of type (1) above, we are not looking for 

a preference here: we are looking for a balance between the competing values, and 

acknowledging that a greater engagement will require a shorter absence to satisfy our 

notion of equity. 

Figure 3. Possible trade-off between absence and income percentage. The y-axis repre-

sents % income earned in UK, so that increasing values of y favour no change 
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If we consider that the space can be divided by a single straight line we will have an 

equation of the form: 

y = mx + c 

where c represents the value of y when x is zero and so is positive if the line cuts the y-

axis at y > 0 and negative if the line cuts the x-axis at x > 0. If we have a minimum 

absence the line will cut the x-axis and so c will be negative. Meanwhile m represents 

the slope of the line, and hence the degree of trade-off. If m = 1, the line is at 45°: if 

m > 1 the line is steeper (a greater percentage is required for a given amount of ab-

sence) and if m < 1 the line is shallower (a lesser percentage is required for a given 

amount of absence). Very often, however, m will not be the same for all values of x: 

the amount of income required to trade off a year’s absence, may change as absence 

increases. A fairly typical situation is shown in Figure 3. 

In Figure 3 we have a minimum absence of 12 months, and a minimum percentage of 

income at 25%. The line rises steeply for absences between 12 and 18 months and then 

becomes shallower until the maximum UK income percentage is reached. To describe 

this we need a set of equations covering the various ranges: 

0 ≤ x ≤ 12 : y = 0 

12 ≤ x ≤ 18 : y = mx 

18 ≤ x ≤ 30 : y = nx (where n < m) 

x ≥ 30 : y = 75 

The coefficients of x (i.e m and n ) are important because they represent the degree of 

trade-off, the relative weight to be given to the different values at different points. In 

Figure 3 we have sharp changes of slope, and this can be represented by a set of line 

segments, but we may often see a gradual and regular change. This would be better 

represented by a curve rather than a set of straight line segments with the gradient (i.e 

the differential of the equation representing the curve) varying as a function of x. This 

function will determine whether the curve becomes increasingly steep, or, as in Figure 

3, increasingly shallow. 
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In some cases we can imagine the curve changing direction entirely. In our example 

this would mean that at some point a longer absence required a greater degree of 

engagement, which seems unlikely in our particular example, but might be required 

by some examples (for example we may be interested in people of working age, and 

some people will be too young and others too old). This would be represented by a 

point at which the differential of the curve was zero, and negative thereafter. While 

we could imagine this occurring once, it would seem sensible to say that it could not 

happen more than once (i.e. to exclude cubic and higher degree curves). Such a con-

straint would ensure that our line did not have any “kinks”, which would be the case if 

we attempted to distort the line to include particular cases. 

6. CONCLUSION 

In this paper we have considered the use of dimensions, building on the work of Horty 

and Rigoni. Whereas both Horty and Rigoni at some point move from dimensions 

back to factors (as does [26]), we recognise that, while this can be desirable for some 

dimensions, if we need to represent trade-offs and balancing between dimensions, we 

need to avoid collapsing them to a set of factors. 

The main contributions of this paper are: 

 

 To observe that since any domain can be represented as a 2-regular ADF, we need 

never consider more than two dimensions at a given time. Thus we can partition our 

problem into a series of 2-dimensional problems, rather than considering high di-

mensional spaces: for example the original HYPO has 13 dimensions, and the re-

presentation of Trade Secrets in [11] uses 7 dimensions. By confining the reasoning to 

2-dimensional spaces we can simplify the reasoning and argumentation to that de-

scribed in [9]. 

 Recognition that the non-leaf nodes of the ADF can be distinguished into 5 types, 

according to the nature of their children. 

 Realisation that not every dimension can be reduced to factors, which means that 

the propositional reasoning ultimately used in [21] and [28] needs to be supplement-
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ed by an additional form of reasoning, to handle trade-offs. We have suggested the 

use of a geometric formalism, such as the Cartesian equations described in section 5. 

 We have also linked the accounts to purposes and values, and shown that the values 

play different roles, depending on the nature of the parent nodes being considered, 

rather than expression of preferences being their only, or even their most important, 

role. Although values do, on occasion, have this role, they are mainly there to explain 

why various factors need to be considered if the purposes of the law (seen as values 

to be promoted or protected) are to be fulfilled. We have explained how the struc-

ture imposed by the ADF ensures that due consideration is given to all the desired 

purposes and values. 

We have produced a prototype implementation of CATO [8]. Our next step will be to 

apply our approach to a complete example covering a real domain, and attempt to 

reproduce the arguments found in it. 

Understanding of the formalisation of law has made a great deal of progress since 

1976, which was the year in which Yoshino first published (in German) on the topic 

[31]. Yoshino played an important part in this development, especially in the 90s when 

the role of logic programming was one of the key issues. He was quick to recognise the 

need for meta inference in legal systems [33] and the need to break out of the Boolean 

straight jacket [20]. The latter need is at last gaining widespread recognition in AI and 

Law, and this paper represents our own current thinking on the topic. The signifi-

cance of his contribution can be demonstrated by his profile on the web resource 

Semantic Scholar3, which reveals that the authors most influenced by him include (as 

well as the second author of this paper) both Kevin Ashley and Henry Prakken, two of 

the leading figures in the computational representation of law, who represent the 

case-based and the rule-based traditions respectively, which indicates the breadth of 

his work. 

                                                           

3  https://www.semanticscholar.org/; last consulted on 4 May 2018. 
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7. PERSONAL REFLECTIONS 

As this paper is written for a festschrift in honour of Professor Hajime Yoshino the 

authors would like to include some brief personal recollections. 

Katie Atkinson writes: I have had the pleasure of meeting Professor Yoshino at multi-

ple AI and Law events since I started publishing in the field in 2003. Hajime always 

took great interest in my own and others’ work on representing and reasoning with 

legal cases; I have benefited from hearing his contributions to discussions on this 

topic at conferences as well as individual conversations about my own work. Hajime’s 

presence at the social gatherings of conferences has ensured that good memories have 

been committed to digital archives through the photos and videos he has taken doc-

umenting many interesting and enjoyable AI and Law events. 

Trevor Bench-Capon writes: I first encountered Hajime Yoshino’s work at a workshop 

in Tübingen [36] in 1988, organised by Fritjof Haft. The paper was, however, presented 

by a coauthor, and so it was later that I actually met Hajime, when he began to appear 

regularly at JURIX and ICAIL conferences, where he was always a welcome and friend-

ly presence. He also organised a series of highly enjoyable workshops collocated with 

ICAIL on the International Convention of the Sale of Goods. These were particularly 

valuable vehicles for discussion, as they provided a specific common focus for the 

attendees, an excellent idea for a workshop, too little followed since. His work on the 

changing rights and obligations under the CISG as the events of various scenarios 

unfolded [34], [37] was particularly strong and ahead of its time. This influenced my 

work with two PhD students, Chris Royles and Farnaz Derakhshan, and remains rele-

vant to work in Multi Agent Systems and Electronic Institutions today. Three particu-

lar memories stand out: at one JURIX Hajime brought a digital camera: it was the first 

I had ever seen, and I was enormously impressed. Also two particularly memorable 

evenings when a group of us, including Hajime, went on to a bar after ICAIL events: 

after the panel session in Washington in 1995 and after the conference dinner in Pitts-

burgh in 2011.  
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