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Knowledge modelling is undoubtedly a major problem in knowledge acquisition.
Drawing from industrial case studies that have been carried out, the paper lists some
key problems which still dog knowledge modelling. Next, it critically reviews current
knowledge modelling techniques and tools and concludes that these real knowledge
acquisition issues are not tackled by them. We consider the spelling out of these
problems and the fact that they are not addressed by current tools and techniques to
be a major contribution of this paper. The paper strongly argues for knowledge
modelling to be domain-driven, i.e. driven by the pature of the domain being
modelled. The key argument in this paper is that ignoring the nature or charac-
terization of the domain inevitably results in knowledge imposition rather than
knowledge acquisition as domains get shoe-horned into some (current) set of models,
representations and tools. After examining the nature of domains, the paper
proceeds to outline an emerging hypothesis for knowledge modelling. It concludes
with a specification of a tool suite for addressing the issues identified in this paper.

1. Introduction

This paper describes a research project carried out at the University of Liverpool
between 1989 and 1991, and which is still in progress at the University of Keele, The
project was sponsored in Liverpool by Shell Research Ltd (Thornton Research
Center) and Unilever Research (Port Sunlight Laboratory). The overall original aim
of the project in 1990 was to attempt to provide a methodology for knowledge
engineering which could replace the relatively unsystematic practices then and
currently being used in knowledge engineering. In the event, the project concentr-
ated on the very earliest stages of the process in the belief that these are crucial
since without secure foundations, the resulting edifice cannot be but unstable. One
of the project’s results is a method for knowledge modelling {or domain charac-
terization), even though subsequent work is further clarifying our domain-driven
knowledge modelling paradigm with a view to constructing a suite of tools to support
the method.

It may be useful to briefly report some of history which led us to articulate what
we consider are the key problems with knowledge modelling.

Partly based on papers presented at the European Knowledge Acquisition Workshops, Crieff, Scotland
(1991} and Germany (1992).
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1.1. THE NEED FOR A METHODOLOGY FOR KNOWLEDGE ENGINEERING

Our starting point was the need for a methodology for constructing knowledge-
based systems (KBSs). We took the view (which we still largely hold) that KBSs are
currently in a position not dissimilar from that of conventional software systems in
the late 1960s—the time of the “‘notorious” software crisis. At that time the
potential of software applications, and the demand for these applications was well
established, but the process of sofiware development was not well understood, and
there were no agreed ways of measuring the quality of software. Software
development was seen as an art, not an engineering discipline, and one which could
be learned only via experience. As a result:

» software developments were delivered late

» software developments ran over budget

* software systems typically failed to match customer requirernents

* software systems were unreliable and unrobust

» software systems were difficult to maintain, extend and enhance

» there was shortage of trained software developers, since it is hard to train
people to participate in a poorly understood process.

All of these things apply currently to KBS. An early aim of our project was to
develop a method which will at least address some of these issues, and in the process
serve a similar role to the software engineering methodologies which contributed to
the resclution of the software crisis.

Given this picture, it is not surprising that there has been an upsurge in interest in
KBS methodologies, of which most notable at the time (and still) was the KADS
methodology (Wielinga, Schreiber & Breuker, 1992). KADS placed, and still does to
some extent, great emphasis on the task which the KBS is intended to perform. This
is entirely correct, but means that the methodology is starting from a relatively late
stage. As we will later argue, it is at the stage of design, rather than specification,
which is recognized as an essential prior stage in conventional life cycles. Moreover,
this concentration on task will bias the knowledge of the domain, both in terms of
the knowledge that is elicited and the way it is structured. Finally, viewed as a
methodology at the time, KBS was quite unhelpful in that it is necessary to select an
interpretation model, but there was little in the way of principled guidance to assist
in model selection.

For these reasons, and for the reason of not wanting to re-invent the wheel, we
decided in our project to focus on what is needed to provide the stages that must be
addressed before a methodology such as KADS can be applied. This would result in
aspects relating to a domain to be carried out independently of domain tasks. Such a
description of a domain could be used as a firm basis for the design decisions
necessitated in the later stages of development. Moreover, we believed that such a
characterization required the development of a theoretical underpinning that would
provide the principles to enable the characterization to be asscssed to guide the
knowledge engineer in elicitation and to structure the fruits of the elicitation. How-
ever, from this beginnings, we have evolved our own knowledge modelling method.

1.2. EXPERIMENTS (CASE STUDIES) WITH INDUSTRIAL SPONSORS

The need of a method for knowledge engineering was very general;, hence, we
undertook many case studies with our industrial sponsors in order to further clarify
specific problems which would have to be addressed by our method. As will be
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realized, they all turned out to be knowledge acquisition problems.
The case studies included the following:
« modelling the domain of artificial neural networks (Paton, Nwana, Shave,
Bench-Capon & Hughes 1991)
« modelling a subset of the domain of economics (Paton, Nwana, Shave &
Bench-Capon, 1991)
« modelling the 1991 Sisyphus problem of rigging a sailboat (Nwana, Paton,
Shave & Bench-Capon, 1991)
* modelling part of the domain of biologically motivated computing (Paton,
Nwana, Shave & Bench-Capon, 1991).
More case studies have been done since. The case studies were designed to tackle
different sorts of complex domains. In all cases, our industrial partners required a
characterization (model} of the domain to be understandable to non-experts.
Typically, they provided us with experts and some literature (books and papers).
The details of the particular domains are not important here. The goal was never to
construct a KBS so as not to let the task bias the modelling process; however, this
did not translate to not modelling the functionality of the domain. The product of
our characterization was typically a 30-50 page document of text, diagrams and
pictures easily captured within some sort of hypermedia representation. The
approach we evolved, called SAAGS, is described later. Encouragingly, we found in
alt these studies that the experts tound the characterization useful in that it helped
them to gain a broader perspective on their expertise, and that the resulting
characterization was a useful way of communicating the domain expertise to
non-experts (including, of course, the potential KBS developers).

However, the goal of these early case studies were to identify the problems which
make domain characterization non-trivial. They turned out to confirm an eclectic
collation of problems which other knowledge acquisition researchers have identified.
They are reported in section 2.2.

1.3. OVERVIEW OF THE REST OF THE PAPER

Section 2 highlights outstanding problems with knowledge modelling. Section 3
critically reviews current modelling tools and techniques for knowledge acquisition
in order to establish that they do net address these problems, hence the necessity for
such research. Drawing from sections 2 and 3, section 4 restates what and where we
consider the real knowledge acquisition problem to lie: in domain characterization,
But before domains are characterized/analysed, we need to take a view of what
domains consist of; section 5 addresses this as well as presents an approach to
characterizing domains based on the mentioned characteristics. Section 6 elaborates
our view on what is involved in knowledge modelling defining the roles played by
mediating and intermediate representations. It also outlines an emerging hypothesis
for knowledge modelling by elaborating on the key subprocesses involved: elicita-
tion, analysis and synthesis. The concluding section 7 argues that a tool suite based
on the hypothesis of section 6 will address at least some of the key problems with
knowledge ‘acquisition outlined in section 2.

2. Problems with knowledge modelling

2.1. KNOWLEDGE MODELLING
It is certainly now more in vogue to talk of knowledge being modelled than of it
being transferred or captured {Bradshaw & Boose, 1989; Breuker er al., 1987; Ford
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et al. 1993; Morik, 1989, 1991, 1993; Stecls, 1990; Wielinga, Schreiber & Breuker,
1992) as it certainly “is not a substance that can be stored” (Clancey, 1989). We
agree with Clancey that knowledge is something an observer ascribes to a human
agent in order to describe and explain recurrent interactions the agent has with its
environment or the real world (Clancey, 1989). He notes that knowledge can be
represented but you can never have it in hand; the representations only exist
physically in an observers statements, drawings, computer programs, silent speech,
visualizations, etc.; otherwise, no observation has occurred. It is also important to
note a very important point highlighted by Clancey (Clancey, 1993; Sandberg, 1991):
most researchers would say this/that is the knowledge, in so doing claiming the
representations are isomorphic to what is in the expert’s head and that they are
functionally identical. Clancey correctly notes that they are not. They are just
models open to interpretation. He also points out that researchers have confused
representations (models) with the phenomenon we are modelling: “the map is not
the territory”. This cogent argument goes to further clarify the shift from talking of
knowledge being transferred or captured to it being modelled. Newell’s (1982)
classic paper identified the symbol and knowledge levels: the latter is the level in
which knowledge is described while the former is inappropriate to describe
knowledge.

It was perhaps thought at one time that executable representations of knowledge
could themselves serve as models of knowledge that would ease the tasks of building
and validating systems, and would facilitate maintenance of the systems as the
knowledge changed or was refined. Moreover, such knowledge was expected to be
readily transferred to other applications for which it was relevant. In practice,
however, executable representations have not proved satisfactory for these purp-
oses. Inevitably the executable representations will warp the knowledge into a form
which is oriented towards the machine rather than the owner of the knowledge.
Such distortions in the model are necessary to introduce features of control of
execution, and efficiency of execution. Moreover, the generality of the model is
often compromised by being adapted for the specific task at which the system is
aimed. Significantly too, experts found themselves unable to understand the notation
in which the code was written, even in the case of very high level declarative
languages. For these reasons the models we will discuss in this paper are intended to
be at a higher level than the executable code that will be derived from them: they
are intended as a mediating stage between the knowledge sources and the code. Our
belief is that such intermediate representations will enable us to realise the
construction, verification, maintenance and transferability gains originally claimed
for knowledge based systems,

2.2. SOME MAJOR PROBLEMS WITH KNOWLEDGE ACQUISITION

Drawing from the case studies we carried out, we confirm/highlight the following
current problems associated with knowledge modelling.

1. It can be hard for the domain expert and knowledge engineer to harmonize
their mental models (Recogzei & Plantinga, 1987). The mental model is the
cognitive representations in the human knowledge source which the know-
ledge engineer attempts to discover and model (Shaw & Woodward, 1990).
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Clearly, we want the knowledge engineer and the expert to come to share a
perspective on the domain. Such harmonization cannot be achieved directly
as we cannot just merge the mental models together: the engineer and the
expert are constantly revising their mental models using natural language
(Motta, Rajan & FEisenstadt, 1990). The case studies revealed that maintain-
ing the constantly-changing mental models is difficult to do.

2. There often exist mismatches between clicitation techniques and the structure
of the problem domain. Knowledge elicitation is the process of obtaining
knowledge from an expert, to produce what may be called the “raw data”.
Such techniques range from structured and unstructured interviews with the
expert to psychologically based methods such as laddered grid or card sorting;
they are reviewed in Welbank (1990). Their efficacy varies considerably
depending on the following (Burton, Shadbolt, Hedgecock & Rugg, 1987):

* the type of knowledge the knowledge engineer is trying to obtain

* the task in hand

* the psychological make-up of the expert.

It was evident that many of these techniques imposed their structure upon the
elicitation process and hence the domain. This is because elicitation tech-
niques implicitly assume characteristics about the form of knowledge to be
elicited. For example, multidimensional techniques including repertory grids
and card sorting mainly elicit declarative knowledge while think aloud
protocols primarily aim at eliciting procedural knowledge. Hence, these
techniques have limited ranges of applicability and their choice must be
judicious as it changes the structure of the emerging domain.

A primary reason for this mismatch problem lies in the fact that the
literature does not make clear when and where to use these technigues; e.g.
even when advice is offered by commentators concerning interviewing
approaches {Grover, 1983; Welbank, 1990), this still fails to overcome
difficulties. Current elicitation techniques can be classified into formal vs
informal approaches, direct vs indirect methods and weak (domain indepen-
dent) vs strong (domain dependent) Motta, Rajan & Eisenstadt, 1990). Such a
classification should be associated with, say, Burton’s factors: it must be made
clear what the presuppositions of these techniques are, and when and where
to use them in order to avoid this mismatch between techniques and problem
domain structure (and sometimes the expert). Most crucially, as we argue
later in this paper, it is the nature of the domain that should guide the
elicitation process or else knowledge tmposition results (see also Woodward,
1989).

3. “The analyst is after knowledge, but all he gets is words” (Recogzei &
Plantinga, 1987); indecd, a deluge of words. It makes it hard for the
knowledge engineer to navigate and make sense of the sheer mass of
information obtained including that gleaned from books, papers and the
voluminous transcripts of interviews, etc. This view is supported by a
comprehensive UK survey which reported that KBS developers did not
consider knowledge elicitation from the expert in itsell a problem: rather, it
was making sense and producing a coherent organization upon the elicited
data and representing it {O'Neill & Morris, 1989).
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4. Despite the numerous current tools (see Boose, 1989), a major obstacle is that
little guidance is available to the domain expert or knowledge engineer to
help with the following tasks (Kitto & Boose, 1989):

* classifying the application task and identifying a problem solving method

* given the application task characteristics, selecting knowledge acquisition
tools and strategies to be applied in creating and refining the knowledge
base.

5. Domain modelling tends to be driven by available tools, technigue and final
forms of the knowledge bases, be they frames, rules, etc. It is understandable
why this so easily happens; but a further \fact which emerged from
investigating a variety of domains was that they required different methods
for representing the domain knowledge. This confirms the importance of
allowing the nature of the domain to drive the modelling process rather than
applying preconceived methods or tools. Shaw & Woodward (1990) are right
when they state: “with current systems the knowledge engineer is allowed few
degrees of freedom. If the current domain does not conform to the tool, the
domain is sometimes “‘redefined” to fit the tool”. We argue that letting the
tool or the final form of the knowledge base drive and constrain the modelling
is a backward approach as it puts “the cart before the horse™.

6. An unfortunate consequence of current unstructured approaches to know-
ledge acquisition is that knowledge engineers often move too quickly through
some of the cognitive definition and organization work, and enter the later
phases of acquisition and implementation without an adequate specification or
understanding of the domain. This is one of the central claims of our work
which we are addressing. This is partly due to the fact that the designs and
functions of many available knowledge acquisition tools were driven by
implementation rather than cognitive concerns (Shaw, 1989). Naturally, this
creates problems for the neglected area of knowledge base maintenance
which is a real issue for practical systems. As Ford er al. (1993) put it: “time
invested in modelling—exploring and illuminating the domain expert’s
implicit assumptions (as well as our own) about the structure and dynamics of
a problem domain is time saved in endless retrofitting, or failure at the
implementation stage” (page 20).

7. Knowledge modelling is plainly unprincipled: there is as yet no theory of how
to acquire human knowledge. Part of this is again due to the fact that models
tend to be close to the symbol level. But more generally, the epistemological,
cognitive and conceptual foundations of knowledge modelling leave much to
be desired {Bradshaw & Woodward, 1989},

This list is not meant to be comprehensive. Qur ultimate goal is to address these
problems in our research.

3. A critical review of current modelling techniques and tools

The goal of this section is to critigue current modeiling techniques and tools in order
to establish that these real knowledge acquisition/modelling problems, mentioned in
the previous section, are not tackled, but circumvented by them. It also sets the
scene for our key argument that domain characterization is crucial.
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3.1. KBS METHODOLOGIES FOR KNOWLEDGE ACQUISITION

Methodologies are necessary to facilitate the routine development of KBSs using
standard methods (taking the art out of the process), to improve their quality and to
train novice knowledge engineers.

First generation KBS methodologies are mainly of two types: ‘‘stage-based”
approaches and prototyping approaches. (Strictly speaking, they are really methods
rather than methodologies as they do not refer to their underlying foundations;
however, we use the word “methodology’ in this section for consistency and as they
are usually referred to as such). The stage-based approaches present life-cycle
definitions. For examples, Buchanan et al. (1983) propose a life-cycle definition
including the following stages: identification, conceptualization, formalization, im-
plementation and testing/revision; Guida & Tasso’s (1989) proposal includes
plausibility study, demonstration of prototype, development of full prototype,
development of target system, operation and maintenance/revision. Other examples
are found in Grover (1983). These methodologies bear similarities to conventional
life cycle data analysis methodologies such as SSADM (Downs, Clare & Coe, 1986).
Clearly, these methodologies are very general as they attempt to address the entire
complex knowledge engineering endeavour. In so doing, they fail to acknowledge
knowledge acquisition as a separate stage.

A second generation of KBS methodologies later emerged which started to
acknowledge the complexity of the knowledge acquisition process and sees a
solution in the construction, creation or modelling of expertise. These methodol-
ogies have suggested languages for conceptual modelling. They include: ontclogical
analysis {Alexander er al, 1987), Sowa’s conceptual graphs (Clancey, 1985),
approaches based on generic tasks (e.g. Chandrasekaran, 1985) and conceptual
modelling (e.g. the KADS methodology; Breuker et al., 1987).

Ontological Analysis is a methodology designed for knowledge-level analysis
(Alexander, er al., 1987). Knowledge-level modelling refers to the modelling of an
intelligent system’s behaviour independent of whatever symbols might ultimately be
used to implement those behaviours in a computer, e.g. frames, semantic nets or
rules. Hence, at the knowledge level, one does not talk at the level of how the rule
interpreter works, rather, one describes what it does. SUPESPOONS is the
representational language which Alexander and his colleagues have proposed to
carry out such an analysis. Using domain equations of denotational semantics and
algebraic specification, SUPESPOONS specifies domain objects in terms of their
relationships and transformations; the main objective being to identify and construct
an adequate knowledge representation for any given problem. However, we do not
subscribe to this latter view; while such a representation may be adequate for a few
domains, the majority of domains would have to be shoe-horned into it, which is
antithetical to the ideas espoused in this paper.

The KADS methodology (Wielinga, Schreiber & Breuker, 1992) is one in which
the authors suggest a four-layer architecture describing the domain, the type of
inferences, the tasks and strategic structures. They also describe a number of
domain-independent conceptual primitives used for presenting the inference and
task layers. These primitives, called interpretation models in KADS, are quite
similar to Clancey’s (1986) and Chandrasekaran’s (1985) six generic types which
depict the levels where knowledge-level analysis is carried out (e.g. heuristic
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classification); these are further elaborated upon later. KAD’s view of the
knowledge acquisition process is one of “interpretation”; verbal data (e.g. from
interviews with experts or textbooks) is interpreted or mapped on to other
representations and structures (Hayward, Wielinga & Breuker, 1987); classical KBS
development map directly from verbal data to, say, production rules with the
obvious dangers of misinterpretation and under-interpretation. Although, they can
not yet claim that such a set of primitives is complete, their proposal is already
robust and detailed enough to be used in a number of practical problems.

Johnson (1989) has proposed modelling knowledge via systematic grammar
networks (SGNs) which she espouses as a suitable “mediating representation” which
mediates between verbal data and standardized knowledge representation schemes
found in Al environments. Her underlying ethos lies in the thesis that premature
encoding of a knowledge in a KBS-driven representational form is often a hindrance
to analysis. Johnson claims that SGNs are a well-defined system based on the idea of
choice and with no standard rules of application. Its proposed advantages include
conceptual modelling without having to translate concepts to a knowledge represen-
tation language, allowing for changes through further acquisition zs well as acting as
a source of documentation.

Sowa’s use of conceptual graphs (Clancey, 1985) is an obvious choice of
representation language to some researchers (e.g. Recogzei & Plantinga, 1987); they
stay close to the structure of the natural language used by both the knowledge
engineer and the expert and they provide a clear notation for modezlling. In addition,
the notation is also directly machine representable. However, all it really provides is
a good diagrammatic tool which allows the modelling process to be repeated until
both the knowledge engineer and the expert converge on a set of diagrams which
they believe adequately represents the domain. Tt does not guide the modelling as
such.

Other Al representations, say logic or production systems (PSA), can be directly
used for modelling knowledge (PSs have already been much used in prototyping
approaches) but with the obvious disadvantage of the knowledge engineer prema-
turely concerning him/herself with issues of symbol-level mode:lling as Johnson
warns, without any rigorous prior analysis of the domain concerned.

3.3.1. Discussion on methodologies
Second generation approaches with their modelling view of the knowledge acquisi-
tion process better addresses the problems of section 2.2 than the first generation
ones; in fact, the latter hardly address the problem at all as earlier mentioned.
Nevertheless, these second generation methodologies still suffer from many short-
comings. The guidelines they provide for conceptual modelling are still fuzzy. These
approaches still do not fully address the issue of harmonizing the expert’s and the
knowledge engineer’s mental models (Recogzei & Plantinga, 1987); neither do they
suggest where and when to use the various elicitation techniques nor what tools to
use. KADS is an exception. KADS has advantages over the others; it is principled, it
has reusable models and a good toolkit, and it is emerging as the de facto standard
for knowledge acquisition, at least in Europe.

However, these methodologies and modelling approaches can only be said to
prescribe some domain conceptualization phase, though they themselves mainly
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FiGure 1. Heuristi¢ classification problem-solving method,

provide means/languages, and some domain ontologies (in the case of KADS) for
knowledge modelling.

3.2. A SELECTIVE CRITICAL REVIEW OF KNOWLEDGE ACQUISITION/MODELLING
TOOLS

When developing a KBS, a requirements analysis phase is necessary to identify the
task that the KBS will perform. Traditionally, knowledge engineers construct a
model of the system’s proposed behaviour which corresponds to the engineers’
theory of how the expert solves problems. This modelling activity is what Newell
{1982) refers to as knowledge-leve! modelling. Newell’s work has heavily influenced
most of the knowledge acquisition tools developed to date. Other investigators have
built on this work to characterize generic tasks/methods of problem-solving that are
independent of a specific inference engine and of specific application areas (Clancey,
1986; Chandrasekaran, 1985). Hence, a knowledge-level description of a system
identifies its abstract data and inference types and its generic control structure.
Clancey {1986) identifies heuristic classification and heuristic construction as two
fundamental examples of such generic problem-solving methods. The former is a
common method in which concepts are heuristically related using a process of data
abstraction, heuristic matching and solution refinements [see Figure 1 (adapted from
Clancey, 1986)]; this method is suitable for problems in diagnosis, repair, catalogue
selection or skeletal planning.

The latter (i.e. heuristic construction method) constructs solutions by generating
complete solutions or assembling them from components while satisfying con-
straints; this is most suited to synthesis application tasks (design, configuration,
scheduling, etc.). Chandrasekaran (1983) also describes six generic tasks in
knowledge-based reasoning which, to some degree, resemble the problem-solving
methods proposed by Clancey. They include classification, state abstraction,
knowledge-directed retrieval, object synthesis by plan selection and refinement,
hypothesis matching, and assembly of compound hypotheses for abduction. Like
Clancey, Chandrasekaran views these generic tasks as problem-solving methods
which can be combined to perform knowledge-based reasoning for an application
task. The influence of such work is evident in the overview of the tools that follow,

Numerous tools currently exist which were designed to support the knowledge
acquisition process, even though most of them are just prototypes. They could be
classified as (thanks to Marc Linster):

» task-specific tools

* problem-solving-method-specific tools
« reportory-grid-based elicitation tools
* machine-learning tools

¢ general tools.
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3.2.1. Task specific tools (model-extension tools)

These are also referred to as role-limiting tools. OPAL (Musen et al, 1987) is an
example in this category. It is an interactive program that acquires new cancer
treatment plans for an expert system called ONCOCIN (Shortliffe et al., 1981)}—a
program that provides therapv advice to physicians who take care of cancer patients.
Expert oncologists use OPAL to descrive new chemotherapy regimens for
ONCOCIN by filling out graphical forms and by drawing flowchart diagrams on a
workstation display. PROTEGE (Musen, 1989) is the interactive graphics program
that assists knowledge engineers to create general models of application tasks that
can be solved with the problem-solving method of skeletal-plan refinement
(Friedland & Iwaski, 1985), which the expert fills and refines. OPAL uses task-based
conceptual models. (Note: this is not to be confused with the concept of “generic
tasks™ mentioned earlier.) OPAL’s tasks model includes domain-specific concepts,
e.g. chemotherapy, drug, toxic reaction, lab test, etc.) Expert physicians with little
computing experience have successfully used these models to enter specific cancer
treatment plans. The generic task (or problem-solving method) is skeletal-plan
refinement.

Knowledge acquisition can be viewed as consisting of two related phases:
constructing a generic task model—i.e. creating an infention of the proposed
system’s behaviour; and filling in the domain-specific content knowledge that is
consistent with the general task model—i.e. creating extensions (Musen, 1989).
PROTEGE falls in the former category (i.e. model building tool) while OPAL falls
into the latter (i.e. model-extending tool).

3.2.2. Problem-solving-method-specific tools
TEIRESIAS (Davis, 1979; Davis & Lenat, 1982) is a classic example in this
category. It is a system devised to help with the development and maintenance of a
large knowledge base for a particular expert system shell—the EMYCIN shell (Van
Melle, 1979). It is basically a failure-driven tool in that interactive transfer appears
in the context of discovered shortomings in a knowledge base. For example, when
the expert sysiem fails to function as expected, TEIRESIAS applies its “rule
models” to detect missing information, helps place new knowledge into existing rule
structures, and assists in changing these rule structures. The problem-solving method
it supports is a form of heuristic classification (Clancey, 1986). TEIRESIAS operates
(elicits knowledge) at Newell’s (1982) symbol level; users must appreciate both the
nature of the representations used to encode knowledge in the target expert system
and the consequence of applying particular inference mechanisms to these symbols.
Users here must understand how expert systems work. TEIRESIAS was never
actually used by expert physicians for whom it was intended for this reason and
motivated the development of OPAL. ROGET (Bennett, 1985} is another classic
tool which conducts a dialogue with its user asking about the problems to be
diagnosed, about the causes of those problems and about data to confirm/refute
those causes and problems. The resulting knowledge-level specification was then
translated and used to develop EMYCIN-based expert systems. ROGET’s problem-
solving method was thus some form of heuristic classification (see Figure 1).
Another example in this category is SALT (Marcus, 1988). It is based on the
propose-and-revise method of heuristic construction: it constructs solutions to a
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problem by successive revisions. Other examples include MOLE (Eshelman, Ehret,
McDermott & Tan, 1987} and its predecessor MORE (Kahn, Knowland &
McDermott, 1985) which are both based on an instantiation of the heuristic
classification method called cover-and-differentiate. The last two methods are called
role-fimiting methods as they strongly constrain knowledge that needs to be
gathered to do a particular task. TEIRESIAS is different from all the others
mentioned in this section in that it is the only one whose problem-solving method is
quite implicit in its code; the rest have explicit conceptual models of problem-
solving.

3.2.3. Reportory-grid-based tools

ETS (Expertise Transfer System) is an interactive grid-based technique for eliciting
knowledge (Boose, 1985). It automates psychiatric interviewing techniques/theories
that were originally devised by therapist George Kelly (1955) to learn how people
make distinctions of the world; Kelly’s theory is called the Personal Construct
Theory. (A construct is defined as a bipolar dimension which brings out the
similarity of a set of elements and the difference of this set of elements from other
elements). ETS uses a structured dialogue with an application expert to solicit the
elements of the solution set (the possible classifications that may apply to a given
case) and the features that may be relevant in arriving at a classification. Thus, it
elicits conclusions with their similarities/differences in order to establish traits, By
rating pairs of traits, it constructs a rating grid from which it infers an entailment
graph which reveals the semantic distance between concepts and possible implica-
tional relations. IF-THEN production rules are then generated (entailed and
induced) from this graph. The biggest problem with ETS is that it elicits only simple
classifications from the experts; it has difficulty expressing causal, procedural and
strategic knowledge. The classification associations produced are also frequently
spurious.

AQUINAS (Boose & Bradshaw, 1987} is the successor to ETS which improves on
some of the latter’s limitations, mainly in representation and reasoning. It allows
elicitation from multiple experts and stores it in a hierarchical network of repertory
grids. This knowledge can be examined and refined using tools that do clustering,
similarity analysis, implicational analysis and consultation testing. These tools use
techniques to analyse information in grids and suggest ways to refine the knowledge
bases. Both ETS and AQUINAS generate operational knowledge bases for a
number of expert system shells (e.g. KEE, OPS3, etc.) from the common internal
representation {Boose, 1985).

Other tools based on the repertory grid interviewing techniques include
PLANET, KITTEN (Shaw & Gaines, 1987) and NEXTRA (Rappaport & Gaines,
1988). NEXTRA is a knowledge acquisition toolbox based on an extendible set of
techniques developed for the knowledge support system KSSO (Shaw & Gaines,
1988). The NEXTRA technology encompasses elicitation tools, visual analysis and
display tools, group comparison tools, inductive tools, and knowledge base
generative tools. NEXTRA creates a knowledge base for use by the performance
system NEXPERT. The K880 system, which subsumes the NEXTRA knowledge
acquisition toolbox, supports a multi-expert grid-based elicitation recognizing
consensus, correspondence, conflicts and contrasts (Shaw & Gaines, 1988).
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KRITON (Diederich, Ruhmann & May, 1987) combines repertory grid interviewing
and protocol analysis to build knowledge bases. We critique such tools later.

3.2.4. General tools
This refers to toolkits that attempt to provide a comprehensive range of tools to help
the knowledge engineer bridge the gap between the expert’s knowledge and some
final runnable system. KEATS, developed by British Telecorn and the Cpen
University (Motta er al., 1988; 1990) excellently falls into this category. It aims to
provide complete life-cycle support for knowledge engincers beginning with
knowledge elicitation, through problem conceptualization, knowledge encoding and
debugging. It provides useful enhancements to other modern shells, toolkits and
enviroments for knowledge engineering (e.g. KEE, ART, etc.) including a semi-
automated transcript analysis facilities and a sketchpad on which the knowledge
engineer may draw a free-hand representation of a domain. It also has a hybrid
representation formalism that includes a frame-based language and rule interpreter.
The KEATS system comprises several tools including ACQUIST (a hypertext-
based domain conceptualization tool). KEAT’s theory is mentioned only in passing:
it may be typical of Al systems where the theory and the system are one and the
same (Anjewierden, 1987). Another example is SHELLEY (Anjewierden, Wiele-
maker & Toussaint, 1992) which is the toolkit that supports the KADS
methodology.

3.2.5. Machine learning tools

Learning is without doubt one means of knowledge acquisition (Chandrasekaran,
1989). Machine learning can facilitate knowledge acquisition by transforming
knowledge that is in a readily available form, such as examples, into a more useful
form, such as diagnostic rules. If experts could simply show a machine what to do,
rather than program it, then the knowledge acquisition problem would be solved
(Chandrasekaran, 1989)—at least, this is the theory.

ID3 (Quinlan, 1983) creates decision trees from preclassified training examples
using a divide-and-conquer approach. AQI11 (Michalski, 1983) induces rules from
sets of positive and negative training examples. LEAP (Michel, Mahadevan &
Steinberg, 1985) uses apprenticeship learning to learn steps in VLSI design by
watching experts solve problems; it is, however, not a stand-alone system. On some
level, other tools already mentioned could be viewed as learning tools (e.g.
ETS/AQUINAS could be seen as learning via induction; admittedly, there is a
difference in the way the latter functions compared to say AQ11). A more recent
development of a machine-based knowledge acquisition system is MOBAL (Morik,
1993).

However, “for any application of machine learning to knowledze acquisition, the
knowledge engineer has to set up the learning problem for the induction algorithm,
design a representation for examples and generalizations, define all the terms in the
language(s), encode a set of training examples in the representation and provide
background knowledge (Michalski, 1983) that guides the induction algorithm to
choose the right generalizations from the potentially infinite set of possibilities. This
can require significant knowledge engineering effort, especially if the task is rore
complicated than simple classification™ {Gruber, 1988, page 583).
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3.2.6. Discussion on tools

A range of tools for knowledge acquisition has just been explored. As may have
been recognized, quite a number of them are similar in terms of their functionality.
It may be necessary to start off with a word of warning about tools in general. Most
tools are very seductive, but users of them must realize that they carry along with
them assumptions which are not normally made explicit. Users must be aware of
what they are vsing and when te use it in addition to the usual how to use these tools
reported in papers describing them. For example, ETS/AQUINAS really apply to
declarative domains and are not of much good to expressing causal, procedural and
strategic knowledge. Hence some preanalysis needs to have been done to suggest
the use of ETS/AQUINAS. OPAL requires the domain to have been analysed to
realize that a skeletal-plan refinement problem-solving method would be applicable.
Indeed, most of these tools implicitly implement knowledge-level problem solving
methods.

On role-limiting method-based tools, Gruber writes: “the key to the success of
many of these tools is that they use knowledge about the task (as in OPAL) and/or
a particular problem-solving method (as in ROGET, MOLE, SALT, etc.) supported
by the architecture of the expert system (McDermott, 1986). This has two primary
benefits for knowledge acquisition: first, the interface between the human and
machine can be structured to acquire knowledge relevant to the task and only elicit
knowledge in the form useful to the method (e.g. OPAL); second, since it is
designed to work with a specific problem-solving method, and therefore knows how
the method applies domain knowledge, the tool can analyse the user’s input for
completeness and consistency. In effect, the knowledge acquisition tool reduces the
task of building a knowledge base to the task of instantiating pre-designed and well
understood representations for a specific domain™ {Gruber, 1988, page 582).

Thus, these tools all require knowledge-leve! analysis to be performed in advance
of their implementation. Furthermore, users must know @ priori that the particular
method of problem-solving built into the tool can be applied to the task they wish
the target KBS to address.

3.2.7. What then is our poini?

The point of all this is that without judicious use, these tools may compound the
knowledge acquisition problem because the wrong tool, problem-solving method,
task choice or elicitation technique could be used on the wrong domain with
disastrous resuits. Tools are powerful in what they are good at and designed for and
their success, if rightly used, can not be overestated. However, they still do not
tackle the problems identified in section 2.2 even though admittedly, they could
contribute to their solution. For example, they do not address the problem of
harmenizing the expert’s and the knowledge engineer’s mental models. Also, there
is little guidance available to the domain expert or knowledge engineer to help with;
classifying the application task and identifying a problem-solving method or, given
the application task characteristics, selecting knowledge acquisition tools and
strategies to be applied in creating and refining the knowledge base. Kitto & Boose
{1989} have gone some way in addressing the latter problem with their ongoing work
on the AQUINAS Dialog Manager. Admittedly also, toolkits like SHELLEY and
KEATS provide the knowledge engineer with tools to make sense of a domain.
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4, Restatement of the knowledge acquisition problem: domain
characterization

We contend that many of the problems associated with knowledge acquisition will
not be answered by developing more knowledge modelling languages/
methodologies or by developing more tools; even the current trend of grouping
some of these tools into toolkits and workbenches in an unprincipled manner, is
unlikely to do the trick. It will only be overcome by deliberately attempting to tackle
the root causes such as those identified in section 2.2. We have been working on a
project called MEKAS, an abbreviation of methodology for knowledge analysis. As
noted earlier, the need for this kind of research has emerged from a variety of
industry-sponsored knowledge acquisition projects based at the Universitics of
Liverpool and Keele and is further supported by the requirements of two major
industrial collaborators. Drawing from earlier sections (section 2.2 maioly), in our
MEKAS projects, we sought (and still seek) to address the following problems:

1. developing techniques to enable the expert(s) and the knowledge engineer(s)
to harmonize their mental models as suggested by Recogzei & Plantinga
(1987)

2. providing techniques of analysing a problem domain so as to reveal whar
elicitation techniques/tools to use when so as to address the representation
mismatch problem of section 2.2

3. develop techniques to navigate and make sense of the sheer mass of
information involved in knowledge acquisition. For this, we draw some
knowledge from the literature of what has been achieved thus far with
methodologies such as KADS and Ontological Analysis

4. develop techniques which ensure that the nature of the domain that should
guide the knowledge modelling process: the final form of the knowledge base
should emerge from a characterization of the domain

5. develop a method which ensures that knowledge engineers do not move too
quickly through some of the cognitive definition and organization work in
order to enter the iatter phases of acquisition and implementation without an
adequate specification or understanding of the domain

6. develop a more principled method for domain modelling,

The approach to knowledge analysis and modelling we are developing attempts to
address these issues which we consider all contribute to the knowledge acquisition
problem. We contend that part of the solution to these problems is revealed as we
make distinctions between knowledge analysis (as we see it) and knowledge-level
analysis. A key achievement of our work would be to highlight this distinction while,
at the same time revealing their complementary natures. It is important here to
clearly disamiguate these two. The approach to knowledge analysis which we are
evolving addresses the six issues raised above. Knowledge-level analysis emphasizes
three aspects: the function of the model, the organization of the knowledge, and the
control strategy (Schreiber et af., 1988). Thse constitute the problem-solving method
or generic task. Analysis in this case reduces 10 mapping a task model to a
problem-solving method. This is normally called the design problem (Schreiber et
al., 1988). The important issue of note here is that knowledge-level analysis
really concerns design of the KBS which necessitates that some domain
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Phase 1 > Phase 2 — Phase 3
Domain characterisation Design and KBS KBS instillation
and aquisition - developement - and maintenance

FIGURE 2. Phases of KBS development.

analysis/characterization should have carlier been done to reveal the tasks of the
domain. Woodward (1990) acknowledges this fact when he notes that “they [i.c.
problem-solving methods/generic tasks] are extremely rigorous and useful frame-
works but are not required at the domain organization level of analysis™.

Hence, knowledge analysis in our view, really concerns the characterization of a
domain. As shown in Figure 2, it is really the phase 1 activity in the development of
KBSs. Our contention is that the root caunses of knowledge acquisition problems
reside in the inadequate attention (some may go as far as to say, neglect) given to
this phase by researchers as testified by the literature. Many authors suggest a
feasibility analysis where issues of domain boundary, experts availability, stability of
procedures in domain, recognizing the commitment in time and funding and
consultation of users of the system (e.g. Parsaye & Chigwell, 1988, Martin &
Oxmann, 1988) should be investigated. However, these are only general guidelines
and do not address domain characterization; specific techniques which address
critical issues like knowledge content, organization and structure are needed to
make critical decisions before concentrating on the expensive effort of the second
phase of knowledge engineering.

Domain characterization is usually done via interviews between experts and the
knowledge engineer and involves organizing the knowledge (raw data) gained from
human experts, the relevant literature, manuals, journals and other sources {e.g.
examples, case histories) into some domain organization. It is the stage which
Woodward (1990) refers to as domain definition and we concur with him when he
states that it is a crucial stage in knowledge engineering which “structures the
domain to isolate and organize key areas of content, then presents the knowledge in
a manner that feeds more specific knowledge acquisition tools”. In the approach to
characterization which we are developing, we are seeking to provide, as comprehen-
sive as possible, a description of the static and dynamic nature of a domain.
Furthermore, it also makes betler software-engineering sense to produce a detailed
characterization at an early stage so that problems that may arise later on,
concerned with maintenance or extensibility, are minimized (see e.g. Bench-Capon
et al., 1993),

4.1. CURRENT TOOLS/METHOLOLOGIES AND THE NECESSITY FOR DOMAIN
CHARACTERIZATION
We further concur with Woodward (1990) when he notes that all knowledge
acquisition procedures assumes domain characterization in a manner which Is
conducive to starting KBS activity. It also assumes that decisions on boundaries of
the domain have been identified; indeed, it is normally assumed in these papers that
the domain organization has been completed (Waterman, 1986).

Furthermore, powerful state-of-the-art tools like AQUINAS (Boose & Bradshaw,
1987) and K850 (Gaines, 1987) require primitive elements and constructs. They also
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assume a certain level of specificity and granularity which presumes a priori domain
characterization or content analysis. Using any particular elicitation technique/tool,
as has been earlier noted, would normally require some a priori domain analysis or
characterization,

It has also been established in earlier sections that other tools, ¢.g. SALT, MOLE,
ROGET, also require the users to know a priori that the particular problem-solving
method built into the tool can be applied to the task they wish the target KBS to
address. For example, SALT requires the expert to slot in a variety of types of
information in the form of events, objects, names and formulae to suit its
propose-and-revise problem-solving method. Also, NEXTRA requires specifications
of entities, attributes and constructs within a domain. Clearly, these tools drive the
expert’s {(user’s) thoughts in a certain fashion that limits the scape of the domain.
Gaines {1994) correctly notes that the greater the assumptions about the knowledge
implicit in the tools from the knowledge the user has, the worse will be the model of
the domain knowledge elicited. Section 2.2.1 also noted that curtent methodologies
remain fuzzy when it comes o conceptual modelling. For example in KADS, there
are no clear guidelines as to the choice of some interpretaticn model. Indeed,
KAD’s main strengths are in its provision of possibly the most comprehensive set of
interpretation models. These models really constitute design primitives; hence, they
address more of phase 2 process of Figure 2 (i.e. design of the artifact) than of phase
1 since some a priori analysis needs to be done to make use of them. This same
argument also applies to other generic task based approaches (e.g. Chandrasekaran,
1985; Clancey, 1986). This importance of domain characterization cannot, therefore,
be overstated.

In effect, the motivation of this paper is to provide or work towards a more
principled approach to knowledge modelling which is totally domain-driven. The
key argument in this paper is that ignoring the nature or characterization of the
domain inevitably results in knowledge imposition rather than knowledge acquisition
as domains are shoe-horned into some set of preconceived models, representations
and tools. This paper draws heavily from our work in MEKAS (Bench-Capon,
Coenen, Nwana, Paton & Shave, 1993) but alse unashamedly from the work of
many other researchers in knowledge acquisition. Since it is much based on other
researchers” work, we seek to provide some clarification and extension to the
theoreticai framwork. We strive 1o achieve a principled (rot formal) basis to our
mediating/intermediate representations by postulating a hypothesis of knowledge
modelling. In so doing, we hope to make the process less a matter of inspiration
than of technique.

Having argued that many of the problems with knowledge modelling lie in domain
characterization, the next section outlines our view as to the nature of domains.

5. Towards a theory of domains

We believe that knowledge in domains is extremely complex. A basic assumption of
our theory is that humans construct models in order to deal with the complexities of
real world domains. The philosophical and cognitive justification for this is discussed
more fully in Paton, Nwana, Shave, Bench-Capon & Hughes, 1991 and Paton,
Nwana, Shave & Bench-Capon, 1991. We have identified seven fundamental or
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top-level characteristics of a domain (Bench-Capon et al, 1993). We briefly
summarize them below.

Theory: the conceptual framework used to construct and maintain a domain. An
appreciation that domains have theories can help a knowledge engineer gain
valuable insights on a domain. This can help the engineer by providing a
philosophical foundation which is used to anchor the techniques and tools used in
representation and modelling. Of course, thecries are fallible, approximate and
socially constructed.

Metaphor: the language used to talk about one thing in terms of something else.
The role metaphors play in domains should not be underestimated; metaphors are
pervasive. They certainly give the engineer insights to the ontology, structure and
functionality of domains,

Metatheoretical constragints; this includes key concepts such as time, space and
causality which provide ontological details about the nature of domains.

Relarions with other domains: this characteristic overlaps with metaphors in that it
provides a vocabulary for talking about one thing in terms of another. It can also
provide details related to the history of the domains as well as underlying models of
how the domain is constructed and/or the types of problem it can deal with.

History: the evolution of the domain in time. Domains are not static, they change
in time. An appreciation of the history of the domain, and in particular, the expert’s
own perspective, can be very helpful in clarifying other top level characteristics and
in elaborating the theory. As Gaines (1994) suggests, the fact that domains have
theories and history also says much about the nature of theories. 1t is also valuable
to be able to guess how the domain could develop because this may influence
decisions about the viability of a KBS.

Structure: the parts, relations and organization of the domain in relation to
models,

Purpose: the problems which the domain addresses in terms of their solutions.

We argue that in domain-driven knowledge acquisition/modelling, at least some
of these characteristics should be exploited. We have exploited them in our SAAGS
approach (see below).

5.1. THE SAAGS APPROACH

SAAGS (Specification-Anticipation-Acquisition-Generation-Specification) is a four-
stage, iterative, ¢yclical process which receives as input a loose specification and
cutputs a domain characterization (which is naturally only a model}. Since history is
an inseparable part, the domain characterization is also prone to change all the time.
The outputs (“knowledge structures’) of the approach include a domain vocabulary,
domain glossary, domain structure, purpe of domain (in terms of goals and tasks),
idea that relate to causality and time, history of the domain as well as metaphorical
and theoretical aspects of the domain. These correspond to the characteristics of
domains we have identified above.

In SAAGS (as in all knowledge modelling), analysis and elicitation are very much
intertwined. We contend that if details of domains including structure, theories,
metaphors and purpose are anticipated, then later acquisition {elicitation) sessions
can be better structured and also reveal more of the real nature of the domain;
hence the reason for anticipation before acquisition in SAAGS. The generation (of
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models) phase follows. Note that the generation phase may generate computer-
based models (e.g. a limited scope system). This way, the gencration phase also
serves as a testing phase of each cycle. The cycle returns to specification but now a
great deal has been learnt and to some degree structured. The goal of SAAGS is to
produce a domain specification that is coherent, comprehensive, consistent and
relevant and the cycle continues, though sometimes by-passing certain stages, until
an acceptable characterization is reached. Knowledge acquisition is only one of four
stages and is surrounded by stages concerned with the processing of frameworks of
knowledge. We believe these other three stages are essential if we are to avoid the
knowledpe acquisition bottleneck and conceptual superficiality.

All knowledge engineers go into an elicitation session with sorne expectations of
the domain. By providing a systematic basis to such “anticipations™, we hope to
make knowledge analysis, and hence knowledge acquisition, less a matter of
individual inspiration. We emphasize that anticipitation does not present the
knowledge engineer with sufficient information to characterize the domain, but
rather helps him/her structure the acquisition process and provides certain expecta-
tions on the knowledge to be obtained and a framework into which elicited
knowledge can be incorporated. Hence, we let the analysis drive the elicitation
process, suggest which knowledge acquisition/elicitation tools/techniques to uvse as
well as suggest various intermediate representations to model the knowledge.

5.2. APPROACH IN PRACTICE

SAAGS is at present non-automated. In practice, it is used as follows. A client
presents a knowledge engineer (KE) with an input specification (e.g. a request to
explore the feasiblity of a KBS relating to some domain) and a decision is made
whether it is sufficient. The first step is to precisely establish a working vocabulary
for the domain of discourse. If the KE knows little about the clomain, an initial
simple acquisition phase is done, possibly involving no more than reading though the
contents, and abstracts of relevant papers/books listing the major words used. The
KE then generates a preliminary list of concepts, metaphors, and hypotheses some
relationships both within the domain and with other domains. The specification is
refined, identifying the main top level concepts in the domain, and the KE then
anticipates likely metaphors, purpose, structure, theories and other domains to which
it is related. This stage hence involves more than the “homework™ done in other
approaches to knowledge acquisition.

The KE now organizes the first session with the expert with the goal of
establishing some kind of rapport with him/her, casting a wide net over the domain
in order to appreciate its boundaries {as the expert sees them) through eliciting the
domain’s history, purpose, melaphors, theories, etc. At this stage the questions
posed to the expert are thus quite grand tour. It is important to note here how
anticipations have already guided the KE to ask the sort of questions which elicit
aspects of domains proposed including metaphor, theory, relations to other domains,
history and so forth, This session thus uses both structured and unstructured
techniques. The audio-tape record is transcribed and analysed.

Primary (paper) models are generated from the analysis including a vocabulary of
discourse, list of global metaphors, concept map of related domains, list of sortal
types and properties/attributes and preliminary relations between the latter. At this
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stage, the anticipated details are compared with the generated models. The
differences between them furnish further questions for the next session with the
expert. The specification is again refined; emerging outputs shouid include: organiza-
tion of the different sortal types and their properties, relations between the latter
and global metaphors, identification of key tasks (relating to the domain’s
functionality), relations between objects, relations with other domains. The emerg-
ing theories and metaphors should structure the generated models (paper and/or
computer-based) as well as the kinds of representation of the specification/
characterization and hence the domain. The cycle iterates in this manner. After each
iteration the cycle returns to specification but a great deal has been learnt and to
some degree structured. The sessions with the expert become more structured as
wrong anticipations are cleared up and details are sought. Hower, some issues which
were structured in earlier sessions maybe found to be inappropriate at later sessions,
thereby necessitating backtracking to earlier cycles. In the worst scenario, the whole
process may have to be begun from scratch. The process ends when the KE and
expert mutually agree on the goal specification.

6. A hypothesis for knowledge modelling

What then is involved in Knowledge Modelling? It is important to address this
question because as Morik (1991) points out, the terms “knowledge” and “modell-
ing” are used with different meanings in the literature corresponding to different
views of knowledge acquisition. Figure 3 serves to illustrate what knowledge
madelling entails. Drawing from our experiences, knowledge modelling or analysis,
really concerns the characterization and acquisition of the knowledge in some
domain. It is the first phase activity in the construction on knowledge based systems.
As Figure 3 shows, it involves the iteration of the key sub-activities of elicitation,
analysis and synthesis culminating in some intermediate representation models for
the domain. The elicitation—analysis—feedback loop serves to emphasize the new
cooperative or constructive view of knowledge modelling (Morik, 1989, 1991, 1993).
Also note that this loop is central to the SAAGS approach of the last section,

It should only be after such a modelling phase that later phases of KBS
development and implementation should proceed.

6.1. MEDIATING AND INTERMEDIATE REPRESENTATIONS
In knowledge modelling, the resulting representations of knowledge fall under two

categories: mediating and intermediate representations. Both furnish the knowledge
model for the domain in question. Unfortunately, sometimes the terms have various
Knowledge modelling

FiGURE 3. Phases in KBS development.

Design and KBS —*1 KBS installation
- developement and maintenance
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interpretations in the literature (Bradshaw & Boose, 1989; Ford er al, 1993).
However, though it is the case that they are sometimes used interchangeably in
knowledge acquisition parlance, there is a difference between the two; they also play
different roles in the knowledge modelling process. Since the distinction is useful, we
will briefly define them.

A mediating representation aims to provide a medium of communication between
the knowledge engineer(s) and a “‘grammar” of the expert’s task (Johnson, 1989,
page 184). 1t strives at conveying the sense of synthesis and coming to share some
perspective with the expert of the domain through representatiors. Repertory grids
which have been extensively used in knowledge acquisition {e.g. Shaw & Gaines,
1987) are a good example of a mediating representation. Another example is the
concept map which also promotes communication and understanding via easily-
learned generic knowledge representation forms. Hence, any representation which
enhances communication amongst participants in the knowledge acquisition/
modelling process and improves their understanding of evolving a conceptual
domain model will pass as a mediating representation.

The literature is no precise on what intermediate representations are than they
help bridge the wide gap between mediating representation and code. The
intermediate representation would usuaily contain an integrated view of different
knowledge types: concepts and concept definitions, causal relationships, functional
dependencies, causal models, heuristics, list of previous cases, etc. However,
intermediate representations must also be independent of any particular code-level
formalism. These definitions will suffice for our hypothesis.

6.2. A PROPOSED FRAMEWORK

Figure 4 is a detailed elaboration of the first phase of Figure 3 which attempts to
structure the notoriously difficult and ad hoc domain-modelling phase of knowledge
based systems dzvelopment. Nole that Figure 3 highlights the three essential
processes of elicitation, analysis and synthesis.

In so doing, 15 an attempt to provide a hypothesis for knowledge modelling as
well as a principled basis for constructing more structured domain modelling/
characterization tools. This hypothesis draws mainly from experiences of knowledge
madeiling exercises we have carried out ourselves using the SAAGS approach, but
also from work of other resecarchers referenced in this paper. The data of our
analyses are too voluminous to include here; as earlier mentioned, they typically
amounted to 30-50 page documents. The lack of a systematic approach to
knowledge modelling makes such an exercise even more crucial. Knowledge
modelling is being done daily by knowledge engineers in an ad hoc fashion; hence,
there is a pragmatic need for systemising the process. Culling from our experience,
we propose the following underlying assumptions.

* During knowledge modelling the process of elicitation and analysis are tightly
interwoven. Indeed a reviewer of this paper legitimately questioned if it is
possible to analyse a domain and determine that it is hierarchical (for
example) without eliciting a piece of information. We totally agree with the
sentiments of this reviewer; however, it goes to show how intertwined the
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FIGURE 4. Structuring the knowledge modelling process.

processes are and most knowledge engineers acknowledge this. A central
assumption of this proposal is that separating the two (artificial though it may
be} is crucial to making knowledge modelling more explicit, transparent and
principled.

The product of knowledge modelling is a {set ofy model(s) which basically
comprise intermediate representations. A domain modei is thus a synthesis of
diverse intermediate representations,

There exist distinct elicitation and analysis techniques, and these techniques
yield distinct mediating representation knowledge types.

Knowledge engineers and experts interact mainly through natural language
with the aid of mediating representations.

There exist mappings between mediating and intermediate representations and
between the latter and code-level representations though we concede that
these mappings are troublesome.

Some mediating representations ¢cvolve into intermediate representations.

Drawing from these, the framework shown in Figure 4 results.
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Essentially, a knowledge engineer is given a domain to model (normally, though
not always, with the assistance of some expert) with a view to yielding a sct of
intermediate representations which together comprise the domain model. The
knowledge engineer communicates with the expert in natural language and they
come to share at least some perspective on the domain (Recogzei & Plantinga, 1987)
with the aid of suitable mediating representations such as concept maps, hierarchies,
etc. However, as any knowledge engineer will tell you the elicitation (interviewing)
and analysis processes are closely intertwined. As Figure 4 illustrates, the elicitation
and analysis processes have been “forced apart” in order to simplify the knowledge
modelling process; hence, the rather weak link between them. There are several
elicitation techniques in the literature which the knowledge engineer can use.
Similarly, there are also domain analysis techniques such as that which we proposed
earlier. We noted a domain can be characterized to include: a lexicon/glossary, a
history, a theory, a metatheory, some basic metaphors, relations to other domains, a
structure and its purpose.

A key point to note is that interacting with both the analysis and elicitation
processes utilize and yield a variety of mediating representations. These mediating
representations are later transformed into intermediate represéntations. Clearly,
depending on the knowledge elicitation technique one uses, it utilizes and yields a
different sort of mediating representation. For example, laddering will utilize/yield
hierarchies (trees) while repertory grids yield facts and heuristics. Flowever, analysis
should have revealed a priori that the domain is hierarchical in nature before
laddering is used; the idea here being that there must be a rationale for choosing the
elicitation technigue in the first place. Analysis, similarly, will utilize and yield
different mediating representations depending on the top-level analytical primitive
being considered. For example, the lexicon/glossary is just a list, while structure will
yield diagrams, pictures, etc. The key point to emphasize here is all the representa-
tions being generated are domain-driven, evolving either from considerations of the
analysis and/or elicitation processes. It is important to emphasize the modular nature
of this hypothesis: for example, the analysis oval could be replaced with another set
of techniques.

Often these various mediating representation knowledge types evolve/transform
“naturally” into intermediate representations. However, sometimes they can map to
several intermediate knowledge representations. In such a situation, we propose to
have a library of intermediate representations from which a particular one may be
chosen. This mapping process has been observed to be problematic. Indeed, when
there is no obvious transformation, we resort to simply coercing the mediating
representations into intermediaie representations. The set of resulting intermediate
representations are synthesized to provide the domain model. This latter process is
itself non-trivial and may require the assistance of the expert. This is because
problems of correspondence, conflict, etc., may arise.

Culling from our experiences and from the literature, mediating representations
include concept maps, repertory grids, systemic grammar networks (SGNs), annota-
tions, partially complete flow charts and diagrams, partially complete attribute and
a-kind-of (AKQ) lists, (concept) hierarchies, incomplete lists and tables, partial
causal networks, equations, incomplete procedures and so forth.

Intermediate representations which we have produced have included structured
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English (evolved from annotations), heuristics (elicited or evolved from repertory
grids), flow charts, diagrams, task decomposition trees (evolved from hierarchies or
repertory grids), domain/subdomain perspective diagrams showing the boundaries
of the domain (evolved from concept maps), lists, tables, equations, pictures,
glossary, event diagrams/charts, concept attribute lists, AKO lists, causal networks,
annotations, etc. The domain models consist of these,

There are thus a plethora of mediating and intermediate knowledge representa-
tions. Clearly what is lacking is some information of when and where to use the
various mediating and intermediate representations types, as well as guidelines on
how the former transforms to the latter. A forthcoming paper (Nwana, in
preparation) details various mediating and intermediate representations for know-
ledge modelling,

We concede to not having tested this framework/hypothesis, hence our current
development of some tools.

7. Towards a tool for domain modelling

Section 6 has presented a hypothesis for domain modelling. Some of the section’s
contents may look trivial because it is what knowledge engineers do every day.
However, this is the whole point. If it is not, why then is knowledge modelling so
prablematic? The lack of a sysiematic method to knowledge modelling leaves us in a
situation where all we have is a bag of elicitation techniques and tools and with little
guideance as to their usage. The fact is knowledge acquisition still remains much of
an art which comes naturally to the gifted knowledge engineers. To be engineering,
it needs to become more disciplined—less an art than a science, akin to the
development of conventional software engineering techniques. This is necessary in
order to train new knowledge engineers, to construct more maintainable knowledge
based systems {(KBSs), to facilitate their routine development, to improve their
quality, etc. That is our key motivation for trying to structure the unstructured, i.e.
striving to articulare what we believe comprises successful knowledge modelling
which so far is undeniably an intractable problem despite the existence of numerous
tools and techniques. We have also attempted to pull together the efforts of many
researchers into what we believe is a plausible framework for knowledge modeiling.

We also believe our proposal/hypothesis forms the basis for a hybrid tool for
knowledge modelling. We have just commenced developing a suite of tools here at
the University of Keele which strives to capture aspects of our hypothesis of Figure
4. The tool would also consist of various diagrammatic aids, facilities for structuring
text, annotating and so forth. It will enable knowledge engineers to keep track of
their actions when carrying out knowledge modelling, to document ali that goes on
at this vital phase of KBS development. We envisage the tool being used in both
off-line and on-line mode depending on what cycle the knowledge engineer has
reached in his iterative cycle. For example, initially, the early unstructured
interviews may could be modelled using the tool off-line (i.e. expert not present in
this context), while later structured sessions could use the tool on-line (i.e. expert
present).

We also sirive to keep our intermediate representations totally independent of all
implementation concerns. In this way, we hope to avoid shoe-horning a domain into
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some (set of) representations. We belicve this to be one of the central problems in
knowledge modelling: the fact that most knowledge acquisition tools/techniques are
driven by implementation concerns rather than by the nature of the domain (Shaw,
1989: Woodward, 1990}, The fact that we have carried out several domain modelling
exercises without a view to developing KBSs did help us in this goal. 1t actually
emerged that some of the industrial domains we modelled were not feasibie/suitable
for KBS development thereby saving the costs of a possibie failed project.

There also appears to exist a continuum of representations ranging from
mediating representations at one end via intermediate representations in the middle
to machine representations at the other end. We hope to construct tools to aid such
transformations so as to be able to eventually generate code. For ¢xample, consider
the following:

concept maps — perspective diagrams— semantic networks-— conceptual
graphs — predicate calculus— PRCLOG

concept maps — concept-relationship diagrams— semantic networks —
conceptual graphs — predicate calculus

concept maps — event dlagrams — temporal semantic nets/objects
Incomplete flow charts — Complete flow charte— Procedures (Algorithms)
regpertory grids— facts-» knowledge base facts

repertory grids-—heuristics— knowledge base rules

Incomplete attribute lists — Concept attribute lists—CObjects/Frames
Incomplete AKO lists— Concept AKQ lists-—
Objects/Instances/Inheritance hierarchies

concept maps — causal networks-— inference networkg —rules
Incomplete task hierarchies— Complete task hierarchies-»generic
tasks models

In summary, we envisage the proposed tool to characterize/model domains will go
some way in addressing some of the key problems with knowledge Modelling which
we Testated in section 4. '

Conclusions

This contribution of this paper can be counsidered to be four-fold. Firstly, it lists
some problems which are critical to knowledge modelling. Secondly, it critically
reviews current techniques and tools in order to establish the case that they do not
address (but circumvent) these real problems. Thirdly, it suggests that knowledge
modelling should be driven by the nature of the domain being modelled, else
knowledge imposition rather than knowledge acquisition results. Lastly, it proposes
a framework for knowledge modelling.
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