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Abstract—We introduce a spatio-temporal logic
PSTL defined on Pi-Calculus processes. This logic is
especially suited to formulate properties in relation
to the structural semantics of the Pi-Calculus due to
Meyer, a representation of processes as Petri nets. To
allow for the use of well-researched verification tech-
niques, we present a translation of a subset of PSTL
to LTL on Petri nets. We further prove soundness of
our translation.
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I. INTRODUCTION

The structure of computer systems has drastically
changed from single computing devices to small, commu-
nicating components in the last years. Hence verification
of structural properties such as stability of connections
between processes is of growing interest, e.g. to ensure
reliability in cases of emergency.

Meyer has shown that a large class of concurrent sys-
tems can be translated into place/transition Petri nets
1, [2]. Using this translation, standard Petri net veri-
fication techniques may be employed. At the moment,
verification properties have to be directly formulated
as LTL formulae on Petri nets, i.e. after translating a
process into its Petri net semantics, the user has to
manually inspect the translation. Since this approach is
error-prone as well as unintuitive, we propose the use of
a structural logic on processes inspired by the approach
of Caires and Cardelli [3] to formulate properties.

We present a structural-temporal logic on 7-Calculus
processes called PSTL (7-Calculus structural temporal
logic), where temporal modalities may not occur within
the scope of structural modalities. I.e., we use the struc-
tural connectives to describe processes and the temporal
operators to relate these descriptions along the evolution
of processes. This approach is an application of Finger
and Gabbay’s technique of temporalising logics [4].

For this logic we present a sound translation to LTL
on Petri nets with respect to a process P. That is, we
translate a formula ¢ on processes into a formula ¢’
describing the evolution of markings in the structural
semantics corresponding to the processes reachable from
P satisfying ¢. The translation is possible for the rather

large set of structurally stationary processes. This set
contains, e.g., recursion-free, bounded [B] and restriction-
free [6] processes as shown by Meyer [1], [2].

The organisation of the paper is as follows. After
establishing the necessary preliminaries in the next sec-
tion, we give the translation of the structural part of
PSTL to LTL in Sect. [IIl In Sect. [V] we define the
full logic PSTL and lift the translation accordingly.
Section [V] concludes the paper. For reviewing purposes,
we add an appendix.

II. PRELIMINARIES

Definition 1 (Place/Transition Petri Net). A
place/transition Petri net is a tuple N = (S, T, W, My),
where S and T are disjoint sets of places,
respectively  transitions. The  weight function
W: (S xT)U (T xS) — N defines the number of
arcs between places and transitions. The initial marking
My: S — N gives the number of tokens on each place. A
Petri net is finite if both S and T are finite.

A transition t is enabled under a marking M : S — N,
if M(s) > W(s,t) for all s € S. The transition relation
— is defined by M — M’ iff there is a transition t, such
that t is enabled under M and M'(s) = M(s)—W (s, t)+
W(t,s) foralls € S.

Let w = MoMiMs... be an infinite sequence of
markings, where My is the initial marking of a Petri
net N and M; — M;y1 for each M; # M;y1. If there
is some k such that My has no successor, we define
M; = My, foralli > k. We callw an occurrence sequence
of N. The notation w' refers to the subsequence of w
starting at the i-th marking. The initial marking of w is
denoted by M,,. The support of a marking M is the set
supp(M) = {p1 M(p) > 0}.

The m-Calculus is a process algebra capable of de-
scribing dynamically reconfigurable systems [7], [8]. Its
main concept is sharing and hiding of names between
processes. We assume a countably infinite set A of names
and will abbreviate a sequence of names mgomyms ... my,
by m. Names can be used as channels by which the
processes communicate, but also as the content of a
message. By this mechanism, previously unconnected



processes may establish new communication channels.
Prefizes 7 define possible communications of processes.
A prefix is of one of the following forms: m(n) expresses
the ability to send the name n over the channel m, m(z)
gives the process the possibility to receive a name over
channel m and replacing x with the received name. The
prefix 7 represents an internal action, while the matching
prefix [z = y] only allows the process to proceed, if z
and y are equal. Matching prefixes must be followed by
another prefix, i.e. a process with a matching prefix is of
the form [z = y].7.P.

Definition 2 (Processes). Processes P are constructed
according to the following EBNF, where m is a name and
m a name sequence.

M:=017.P\ M + M,
P::M|KUhJ|P1|P2|Vm.P1

The process 0 denotes the process which possesses no
behaviour. The operators are choice (+) and parallel
composition (| ). That a certain name m is only known to
a certain set of processes is expressed by restriction (v)
on a process. A process call is denoted by K |m ], if there
is a process equation K(Z) := Pk. In the following, we

will use the notation [[,.; P; for the process P | ... | Py,
where I = {1,...,n}. If I =0, we set [[,.; Pi = 0. If
P=P =P =...=P,, we also write [[" P.

The set of free names of a process P, denoted fn(P),
is the collection of all names occurring in P, which are
not bound by a restriction or an input action. Similarly,
the set of bound names of P is the collection of names
occurring in P under a restriction or bound by an input
action. Definitions of the m-Calculus normally require
that fn(Px) C Z for process equations. For brevity, we
will violate this condition in the examples, and silently
assume all parameter lists to be completed accordingly.

Definition 3 (Structural Congruence). The structural
congruence = 1is the smallest congruence relation on
processes allowing for alpha-conversion of bound names,
where + and | are commutative and associative operators
with 0 as the neutral element. The quantifier v is com-
mutative and absorbed by 0. The matching prefix may be
absorbed, if the compared names are equal. In addition =
has to fulfil the following law, called scope extrusion.

va.(P|Q) = Plva.Q where a & fn(P)

We will denote the equivalence class of a process P with
respect to structural congruence by [P] and the set of
equivalence classes of a set S by S/=.

The substitution of a name a by another name m is
denoted by P{m/a}. Furthermore we denote the direct
substitution of name sequences by P{m/a}. Reactions
define the behaviour of processes.

Definition 4 (Reaction). The reaction relation — is
defined as follows.

(Tau) TP+M — P
(React)  (x(y).P+ M) |(z(2).Q + N) — P{z/y}|Q
(Const) Kla| — P{a/z}, if K(&):=P
P— P P— P
(Par) PlQ—P|Q (Res) va.P — va.P'
(Struct) Q=P Zig/ ]

We will denote the set of all reachable processes from P
by Reach(P).

Example 1. As a running example, we use a part
of the specification taken from Orava and Parrow [9],
which formally defines a handover procedure of the GSM
protocol. The full specification is, e.g., available as an
example provided by the tool PETRUCHIO [10)].

The system consists of four agents. Two base stations,
a passive one BS, and an active one BS,, a mobile
station MS and a mobile switching centre MSC. The
mobile station is connected to the active base station by
a private link m. The mobile switching centre serves two
purposes. It connects the base stations over the channels
fa and f, and coordinates the handover of the mobile
station from the active base station to the passive station.
The mobile station is able to either receive data or to act
according to the handover procedure. To distinguish both
behaviours, the base station sends the one of the names
data and ho_cmd on the shared channel m.

MS(m) == m(z). ([zr = data].m(v).out(v). MS|m|
+ [z = ho_emd].m(Mpeq).
(Mpew (ho_acc). MS | mpeq |
+ m(ho_fail).MS|m|))

If the received name is data, the mobile station may
receive the value on the shared channel and then outputs
it on the channel out. If otherwise the handover procedure
is initiated, the station receives a mew channel Myeqy.
This channel shall be used to communicate with the new
base station. Now the station may either complete the
handover by sending ho_acc on this new channel or it
may cancel the handover and proceed to communicate
on the channel m. For the definitions of BS,, BS,
and MSC, we refer to the paper of Orava and Parrow
[9] and the appendiz. To allow for the sending of data
values to the mobile station, we also employ the processes
S = vv.in(v).S and R := out(d).R.

The full system is defined by the following process



definitions.

P(faafp) = Vm~(MSCLfa7fp7mJ | BS, pramJ)
Q(fa) == vm.(BSa|fa,m] | MS|m])
System := mefp'(PLfavpr ‘ QLfal S| R)

The process P models the connection of the passive base
station to the mobile switching centre, while Q defines
that the mobile station is only connected to the active
base station. Note that both processes define a restriction
on a name m. These occurrences of m denote distinct
names, since they are included in the scopes of different
restrictions.

The structural semantics of Meyer [I] is a mapping
from 7-Calculus processes to place/transition Petri nets
respecting the internal structure of the process, i.e. struc-
tural congruence. Its main features are full retrievability
and full abstraction. Full retrievability means that the
transition systems of a process P and its structural
semantics are isomorphic, as well as the fact that every
reachable process from P can be retrieved from a reach-
able marking of its structural semantics. Full abstraction
denotes the property that for every two processes P and
@ the structural semantics yields structurally similar
Petri nets, if and only if P and @ are structurally
congruent.

The mapping heavily relies on a syntactic normal form
of processes, the restricted form of a process. In the
restricted form of a process, the scope of restrictions v
is as small as possible, building fragments, where every
process under a restriction on a name m contains m as
a free name.

Definition 5 (Fragments and Restricted Form). A frag-
ment is a process constructed according to the following
definition.

F:=M + M1 Kla| rvm.(Fy]| ... |Fy),

where m € fn(F;) for alli € {1,...,n} and My + My is
a summation not structurally equwalent to 0. A process
P in restricted form consists of a parallel composition
of fragments, i.e. P/ = [Lic; Fi- We denote the set of
all fragments by P7 and the set of fragments of P™ by

fo(P™).

Meyer characterised the function rf, computing the
restricted form of a process, syntactically [I]. Intuitively,
the application of rf shrinks the scope of all restrictions
in P as much as possible and removes processes congru-
ent to 0. For the definition of the structural semantics of
a process P, we need a function to count the occurrences
of fragments in its restricted form.

Definition 6 (Decomposition). Let P = rf(P) be a
process in restricted form and Ir = {G € fg(P™) 1 G =

F}. We associate a function dec(P™): P¥,— — N with
P such that dec(P™)([F]) = |Ip|.

Lemma 1. Consider two processes P and Q). Then the
following properties hold.

1) dec(rf(P|Q)) = dec(rf(P)) + dec(rf(Q))
2) P =Q if and only if dec(rf(P)) = dec(rf(Q))

With these preliminaries established, we are able to
define the structural semantics NP] of a process P.
The places of N[P] are exactly the congruence classes of
reachable fragments of P. A transition models reactions
between two fragments F; and F, to a new process
@), which may again consist of several fragments, or a
reaction within one fragment F' to a process Q.

Definition 7 (Structural Semantics). The structural
semantics maps a process P to a Petri net N[P] =
(S, T,W, My), where S is the set of places, T the set
of transitions and My the initial marking given by the
following definitions.

S = fg(rf(Reach(P)))/=
T={(FLQ)CS*xP=1F—Q}
U{ ([ F2],[Q)) CPj= x P/=
| [F1], [Fo] € S and Fy | Fy — Q}
My = dec(s (P)

For[G] € S and transitions ([F1,[Q)]), ([F1 | F»),[Q]) € T,
the weight function is defined by

WG], ([F], Q) = dec(F)([G])
WG, ([ [ B2, Q) = dec(Fy | F»)((G])
W[, (@), [G]) = dec(rf(Q))(G])
W(([F1 [ F2], (@), [G]) = dec(rf(@))([G])

Remark 1. As shown by Meyer, the transition systems
of a process and its structural semantics are isomorphic.
That is, the evolution of markings of the structural
semantics of P exactly reflects the reduction sequences
of P.

Example 2. Consider Exampleldl If we shrink the scopes
of the restrictions in the definition of System, we get

System := v fo.(Vfp. (P fa, [p])| QLfa]) | S| R,

which is a process in restricted form consisting of the

three fragments S, R and vfo.(Vfp.(P| fas [p]) | QLfal)-
On the whole, 223 structurally incongruent fragments are
reachable from System. Two of these fragments are

F= ym,fp.(BSp | fpom]
| l/l.(HCLl,mJ |V fa-(CC| fas fp,1]
| vm.(BSa | fam] | vdout(d).MS|m)))))



and G = out(v).R. The calls to the process definitions
CC and HC are parts the mobile switching centre MSC'.
The set of transitions of the structural semantics contains
([F |G, |F'|R]), where F' is similar to the fragment F,
in all but the process vd.out(d).MS|m], which is replaced

by MS|m]. The weight function is deﬁned by
W([F], ([F|G],[F'|R])) =
W([G],([F|G],[F'|R]) =
W(([F|G],[F'|R]),[F']) =
W(([F'|G], [F'|R]), [R ])= ;
and

W((H], ((F[G], [F'|R])) = W(([F| G, [F'|R]), [H]) = 0

for all other fragments H. Le., the transition may only
fire if the places [F] and [G] are marked with a token
and puts a token on the places [F'] and [R]. With this
definition, it models the reduction of the process F |G
to F'| R via the communication over the channel out.
The second type of transitions defines reaction within a
fragment, e.g. the expansion of a process definition. For
example,

W([R], ([R], [out(d).R]))
W (([R], [out(d).R)]), [out(d).R))

If the set of reachable fragments of a process P is
finite, we call P structurally stationary. By Definition [7]
the structural semantics of P is finite if and only if
P is structurally stationary. Decidable properties of
place/transition Petri nets directly carry over to struc-
turally stationary processes, due to the isomorphic tran-
sition systems of processes and their structural semantics
[1]. Such properties include, e.g., reachability [1I] and
coverability [I2] of markings.

We briefly recall LTL with the eventually modality on
Petri nets.

Definition 8 (LTL).
EBNF

1
1.

The syntaz is given by the following

pi=p>ciopier Aps i Op,

where p is the place of a Petri net and ¢ € N. The
semantics of LTL on Petri Nets is defined inductively,
where w is an occurrence sequence.

wEp>c iff  Mu(p) >c
wkE e iff notwlEe
wE@pAp:  iff wiE@ andw @
w = Op iff  FywEe

Ifw = ¢ we say that w satisfies . A Petri net N satisfies
a formula o, written N |= @, if all occurrence sequences

of N satisfy .

We also use p = ¢, which abbreviates p > ¢ A —(p >
¢+ 1), as an atomic formula.

III. TRANSLATING STRUCTURAL FORMULAE

In the following we define the syntax and semantics of
the structural part of the logic. We refer to a subset of
processes without parallel composition or restriction as
the topmost operator. Furthermore, the process 0 is not
part of this subset. We call this set sequential processes.

In addition to atoms T and 1 denoting true and
false respectively, we use the notions free(b) and —free(b)
(b € A) to express that b is either free (not free,
respectively) in the process under consideration. Finally,
every sequential process P9 is allowed as a sequential
atom. Such a formula is satisfied by a process P iff P
is structurally congruent to P4,

In contrast to the work of Caires and Cardelli [3], we
consider the restriction quantifier res to be a primitive
notion and do not split it into a freshness quantifier
and an operation to reveal hidden names. A process P
satisfying res b ¢ can be decomposed into a restriction
on a process P, i.e., P = vm.P’ and P’ satisfies ¢,
where b was substituted by a fresh name m in . To
mimic the parallel composition of processes we use the
binary parallelism modality || . A process P satisfying
¢ || ¥ can be split into processes @ and R, which satisfy
¢ and v respectively. Note that we do not allow for
Boolean operators on the structural level. Conjunction
and negation will only arise at the level of temporal
formulae. Thus, we avoid ambiguity.

Definition 9 (Syntax of Structural Formulae). The
syntazx of structural formulae is defined as follows, where
P34 js a sequential process and b € A.

B = L1 T free(b) 1 —free(b) 1 P41 By || B2 11es b 8

We use [[,.; fi to denote the formula £y || ... || B,
where I = {1,...,n}. f I = 0, we set [[,c; 8 = L.
The definitions of the sets of free and bound names of
formulae are as usual, i.e. a name is free if it is not
bound by v, res or an input action. We denote the set
of subformulae of S by sub(8). For 0 < i < n, we

denote by {ag,...,an + mg,...,my} or {@a + m}
the capture-avoiding substitution o with o(a;) = m;
and o(x) = x for all z ¢ {ag,...,a,}. In the rest

of the paper, we assume that the sets of the bound
names of formulae and processes are disjoint. This is
not a loss of generality, since we always may employ
alpha-conversion to achieve this setting. The semantics
captures the intuitive meanings of the operators given
above.

Definition 10 (Semantics of Structural Formulae). Let
P be a process and b € A. The satisfaction relation = is
given according to the following definition.



PE1 for no P

PET for all P

P |= free(b) if bef(P)

P free(b) iff b fn(P)

P |= psed iff P = Psed

P B Be iff 3Q,R: P=Q|R such that
QLB and R B

PlEresd g iff  Im,Q: P =vm.Q such that
m & (fn(P) U fn(B))
and Q | p{b + m}

Two formulae 51 and B2 are equivalent, demoted by
B1 = o, if and only if for all processes P, P |
B iff P = Ba.

Example 3. This logic is capable of describing structural
properties of processes. Consider Example[ll The formula
B = resy (MS|y] || T) denotes the existence of the
process call to the mobile station. Note that a process sat-
isfying B has to contain a process structurally congruent
to MS|m], e.g., the process vm,v.out{v).MS|m| does
not satisfy B, but vm.MS|m| does.

The parallelism modality is commutative and asso-
ciative. For the translation defined in Section [TI=Al we
need the following additional equivalences. The proofs
are easy and therefore omitted.

Proposition 1. Let 38 be a structural formula and b € A.
Then the following equivalences hold.

TIIT=T (1)

free(d) || T £ free(b) (2)
—free(b) || TET (3)
resb (B T)[[ T=resd (B T) (4)

A. Translatable Subset

In this section we define the translation of a subset
of structural formulae to propositional formulae on Petri
nets. To examine the truth value of P |= 3, we construct
a formula 6(8, P) which is satisfied by the structural
semantics of P if and only if P satisfies 5. Since P
determines the names of places occurring in its structural
semantics, the translation to LTL can only be formulated
with respect to P, i.e., with respect to the reachable
fragments of P.

We will call a translatable formula a restriction for-
mula (cf. Definition [2]) since the structure of these
formulae is very similar to the restricted form of pro-
cesses as defined by Meyer [I]. A restriction formula
consists of a parallel composition of one or more fragment
formulae. Like fragments of processes, such a formula
consists of a restriction on a name b around a parallel
composition of other fragment formulae. In contrast to
process fragments, we do not require that all composed
fragment formulae contain b as a free name, but allow
for T to avoid overspecifications.

The idea of the translation is as follows. For a process
P and a formula § = [[,.; f; we first identify the set
of fragments of P satisfying each g;. Then from these
sets we construct the minimal processes needed for the
satisfaction of 8. The minimal processes can be decom-
posed according to the structural semantics into their
fragments, so that we can identify the number of tokens
on the corresponding places in the structural semantics.
The formula associated with a minimal process is then a
conjunction of atoms. Finally, the disjunction of all such
conjunctions is the translated formula .

For the definition of fragment formulae, observe that
the existence of a free name b in a formula 3 does not
imply that all processes satisfying 3 also have b in the
set of their free names. Consider for example the formula
B = —free(b). In the standard definition of free names
on formulae, 8 uses b as a free name, but for every
process P with P |= 3, b & fn(P). If we consider the
set of free names of a formula to be a commitment of its
satisfying processes, it would be more sensible to say that
—free(b) does not contain any free names. To take these
considerations into account, we define a set of ensured
free names of a formula.

Definition 11 (Ensured Free Names). In the following,
let P*°Y be a sequential process, b € A and o, be
structural formulae. The ensured free names of a
formula are defined as follows.

efn(T) =efn(L) =10
efn(free(b)) = {b} efn(res b B) = efn(B3) \ {b}
efn(~free(b)) =0 efn(a || B) = efn(a) U efn(B)
The following lemma shows that ensured free names
is indeed a reasonable name for this set, since a process
satisfying a formula  uses at least all ensured free names
of ¢ as free names.

efn(P*4) = fn(P9)

Lemma 2. Let P be a process, 8 be a formula andb € A.
Then P |= 5 and b € efn(B) implies b € fn(P).

Proof: By induction on the structure of formulae. ®
Now we can turn to the definition of translatable
formulae, i.e. fragment and restriction formulae.

Definition 12 (Fragment and Restriction Formulae).
Let b € A. Fragment formulae ¢ are defined by

¢ =T 1 free(b) 1 —free(b) 1 P**Yires b (¢1 | ... || &n),

where ¢; =T or b € efn(¢;) for eachi € {1,...,n} and
there is at least onei € {1,...,n} s.t. ¢; # T. Restriction
formulae are defined as p ::=¢1 || ... || dm-

Observe that due to this definition, formulae of the
form —free(b) may not appear under any restriction.
Furthermore, the only atoms satisfied by 0 are T and



—free(b). Henceforth, we will call these atoms segrega-
tive formulae, as justified by Lemma [l Proposition
shows the reason for calling the formulae ¢ fragment
formulae. If a process P satisfies a fragment formula ¢,
the restricted form of P either contains a fragment F'
which already satisfies ¢ or ¢ is segregative. The second
part of the proposition states that if P consists of more
fragments than F', ¢ has to contain certain subformulae,
which are satisfied by (almost) arbitrary processes.

Proposition 2. Let ¢ be a fragment formula and P a
process with P |= ¢. Then

1) there exists an F s.t. P = F|Q and F = ¢ where
FeP? or F=0, and

2) if Q@ £ 0 then T € sub(¢), free(b) € sub(¢) or
—free(b) € sub(¢).

Proof: By induction on the structure of formulae.
The base cases are immediate. In the induction step, the
process has to be divided into fragments F; satisfying
the subformulae of ¢ and the remaining parts @; of the
subprocesses. Let m be the name in the process corre-
sponding to the restricted name b in ¢. Then the scope of
the restriction of m is shrunken to exclude all fragments
F; and processes @); not containing m free. The process
under this shrink scope is a fragment and is satisfying
¢. The second part of the proposition holds, since the
only formulae allowing certain indeterminate processes
for their satisfaction are T, free(b) and —free(b). ]

We use a function to compute a normal form of the
translatable formulae. This function propagates T atoms
beneath restrictions to the uppermost parallel composi-
tion, removes redundant T atoms, and, if both atoms of
the form —free(b) and T occur in the formula, it removes
all occurrences of the former. This normal form allows for
the following. Let P = [[,.; F; be a process in restricted
form, i.e. all F; are fragments, satisfying a normalised
formula p = HjeJ ¢;. By Proposition 2] we can find a
mapping f from I to J, such that for each i, F; = ¢(j).
The parallel composition R = [[,.; F;, where I C I and
each F; is needed to satisfy a non-segregative formula
@;, is a minimal satisfying process of p with respect to
P (cf. Definition [[4]). Proposition Bl shows that each P
with P |= p counsists of a minimal satisfying process in
parallel to some process S. If S # 0, Proposition 2 yields
the existence of a subformula T, free(b) or —free(b).
The normalisation of p results in the existence of either
T or —free(b), ie., segregative subformulae. Then all
the fragments of S satisfy segregative subformulae of p.
Hence, the occurrences of fragments in R define a lower
bound on their occurrences in all P’ satisfying p, where
P —*P.

Definition 13 (Normalisation Function). The normal-
isation function nf is defined inductively. Considering

a formula B [ic; #i, we use HjeJ Y to denote
[icr nf(d:). The sets I and J may be different, due

to the creation of new T atoms by the mormalisation.
Then Jt is defined by Jv = {j 1 ¢; = T} and
Jo = {j1¢; = —free(b) for some name b}.

nf(T) =T nf (~free(b)) = ~jree(b)

nf (Ped) = Pt nf(free(b)) = free(b) || T

T, if
”f(HieI ¢z) =T
nf(resb ([ i) =14 Tl resb (nf(IT;c; ¢:)), if
iel nf(I,c; i) contains T

res b (nf(1;c; ¢:)), otherwise
T, if
Jr#0 and J = JT U J-
nf(H ¢i) = T Hje.]\(,]ruj_‘)wja if

i€l Jr#0 and J D Jr UJ,
HjeJ 1;, otherwise

The normalisation of a formula does not change its
truth value.

Lemma 3. Let ¢ be a fragment or restriction formula.
Then ¢ = nf (p).

Proof: The lemma follows by induction on the
structure of fragment and restriction formulae includ-
ing several applications of the equivalences denoted in
Proposition [Il The first equivalence allows for collapsing
several parallel T atoms to one. The second justifies the
base case of free(b), while the equivalences [B]) and ()
ensure the equivalence, when atoms of both forms T and
—free(b) are present. ]

Example 4. Consider the fragment formula f =
resy (MS|y] || T). The normalisation of the parallel
composition in the scope of the restriction yields T ||
MS|y|. Since this formula contains T, the normalisation
of B is nf(B) = T || resy (T || MS|y]), which is
equivalent to B by Proposition [ ().

Lemma 4. Let p be a normalised fragment or restriction
formula. Then exactly one of the following properties
holds:

o —free(b) & sub(p) for all b, or
o T & sub(p) and —free(b) € sub(p) for some b.

Proof: The normalisation function never creates
new formulae of the form —free(b) for any b, hence if
¢ does not contain a formulae —free(b), neither does
its normalisation. On the other hand, if ¢ contains a
subformula —free(b), then it does not occur under any
restriction. Thus, if ¢ contains a subformula T, this
will be propagated to the outermost level. Since the
normalisation function removes occurrences of —free(b)
in parallel to T, the normalised formula does not contain



formulae of type —free(b). So a normalised formula may
only contain —free(b), if it does not contain T. [ |

We now turn to the definition of minimal processes
satisfying a restriction formula p with respect to a
process P, denoted by R [p] p. These processes shall be
minimal in the following sense: A minimal process @
consists only of fragments, which are absolutely needed
for satisfaction, i.e., segregative subformulae of p formu-
lae are not considered. For the definition of this set, we
need the satisfying fragments of a fragment formula ¢,
denoted by F [¢] p.

Definition 14 (Minimal Satisfying Processes). Let P
be a process, ¢ and p = [[;c; i be normalised fragment
resp. restriction formulae. Furthermore, let Iy = {i10 |=
¢i} and I =1\ Iy. The set of satisfying fragments with
respect to P is given by the following definition.

Flolp ={[FI1[F] € fg(rf(Reach(P))))= NF = ¢}

The set of minimal satisfying processes s either
R (plp = {L}, if there is an i € I such that F [¢;]p =0
or otherwise

R[olp = {{HiefFi} Viel:[F]e .F[[(;biﬂp} .

Observe that if I = (), i.e., all subformulae of p are
segregative, R [p] , = {[0]}. The following proposition
is crucial for the proof of the well-definition of the struc-
tural translation. Every process satisfying a normalised
restriction formula p consists of two parts: A process
contained in the set of minimal satisfying process of p
and a process whose fragments all satisfy segregative
formulae, i.e. formulae of the form T or —free(b).

Proposition 3. Let P be a process, Q € Reach(P) and
p=0¢1] ... | én a normalised restriction formula. Then

Q | p if and only if there are processes in restricted form
R and S such that rf (Q) = R| S and the following holds:
1) [RI€ R |l - || ¢nlp-
2) for oll F € fg(S), there is a k € {1,...,n} with
[F] € F¢r]p and 0 |= ¢y.

Proof: If @ [ p, we reorder rf(Q) according to
Proposition 2l The fragments F' used for the satisfaction
of formulae ¢; with 0 = ¢; are collected in the process
R , while we accumulate the rest of rf(Q) in S. Then
R | p and hence [R] € R[p]p. By the second part
of Proposition 2l we know that if S # 0, there are
subformulae of the form T, free(b) or —free(b), and since
p is normalised, the formulae T and —free(b) occur on
the outermost level of p. Hence, for all fragments Fg of
S, we can find a suitable ¢y, such that Fs | ¢, i.e.
[Fs] € F [6]p-

The converse holds by similar arguments. [ ]
For the translation function 6, we need a distinction
between fragments that may occur unboundedly often

for the satisfaction of a formula p and fragments, whose
occurrences are exactly determined by p.

Definition 15 (Fixed and Flexible Fragments). Let p =
d1 || ... || ¢n be a normalised restriction formula and
I ={ii 0k ¢} Then the set of flexible fragments
is defined by flex(p, P) = U, c; F [¢:] p. Furthermore, we
call fix(p, P) = (fg(rf (Reach(P))),=) \ flex(p, P) the set
of fixed fragments.

Example 5. Let p = nf(8) =T || resy (T || MS|y]).
Furthermore let P = System as in Example[dl The set of
minimal satisfying fragments of T contains all reachable
fragments of P. Since 0 = T, all these fragments are
flexible.

If p = —free(out), all fragments not using out as a free
name are contained in F [-free(out)] p. These fragments
are flexible, while all fragments with a free occurrence of
out are fized. E.g, [F'] of Example[d is flexible, while [F)
18 fized.

We are now in the position to define the translation
function 6. The idea of translating a restriction formula p
to LTL with respect to a process P is as follows. For each
minimal process @ satisfying p, we create a conjunction
of atomic LTL formulae «; ranging over the reachable
fragments F; of P. If F' is fixed, «; expresses that F' has
to occur exactly as often as in @, while «; defines a lower
bound on the occurrences of flexible fragments.

Definition 16 (Structural Translation). Let p be a
normalised restriction formula and P be a process. The
structural translation of p with respect to P is [F] < 0
for an arbitrary fragment of P, if Rplp = {L},
otherwise it is

oo.P) =\ (A
QIR 6], [Flefix(p.P)

AN I dee(rf(@)(IFD)

[F]eflex(p,P)

[F] = dec(rf(Q))([F])

Hence, a structural formula is translated into a LTL
formula which describes its satisfying markings. In par-
ticular, the LTL formula does not contain any temporal
modalities.

Now we can give the main result of this section, the
soundness of the translation. That is, a process P sat-
isfies a restriction formula p iff the structural semantics
of P satisfies the structural translation of p with respect
to P.

Theorem 1. Let P be a process and p a normalised
restriction formula. Furthermore, let w be an occurrence
of N[P]. Then

Pl p iffw = 0(p, P).



Proof: We sketch the idea of the proof. If P | p,
then we know by Proposition [B] that we can decompose
P into two processes in restricted form R and S, such
that R is equivalent to a minimal satisfying process of
p with respect to P, ie. [R] € R[p]p. Furthermore,
all fragments of S satisfy segregative subformulae of p,
i.e. they are flexible fragments. Recall that the initial
marking of the structural semantics is dec(rf(P)) and by
Lemma [Tl we know that dec(rf(P)) = dec(R) + dec(S).
By the definition of @, there is a disjunct in the trans-
lation, where all atomic formulae are either of the form
[F] = dec(R)([F]) for fixed or [F] > dec(R)([F]) for
flexible fragments. Hence, these atoms are satisfied by
dec(rf (P)).

For the converse direction, assume that the initial
marking satisfies a disjunct of 6(p, P). Then we can
reconstruct a corresponding process R due to full re-
trievability of the structural semantics by creating cp-
many fragments F for each atom [F| ~ cp, where
~ is = or >. By the construction of 6(p, P), this is
a minimal satisfying process of p with respect to P.
Let dec(rf(P))([F]) = dp. Then consider all fragments
[F], such that dp — ¢p > 0. These are all flexible
fragments with which we can create the process S such
that R|S = P . Hence we apply Proposition 3] and get
that P | p. ]

Example 6. Let P = System as in Example [ and
p=T | resy (T | MS|ly|). As described in Ezample[3,
all fragments are flexible with respect to p. The set of
minimal satisfying processes contains 77 elements, all of
which are single fragments. Hence the translation of p
with respect to P consists of a disjunction of conjunctions
v of the following type: Let [G] be the minimal satisfying
process under consideration. Then v = [G] > 1, where
we omit trivially satisfied atomic formulae [G] > 0. E.g.,
the fragment [F'] of Example[2 satisfies p, since one of
its subprocesses is vm.(BSg| fo,m| | MS|m]). Thus, the
corresponding conjunct is [F'] > 1. On the whole, the
relatively simple formula res y (MS|y] || T) corresponds
to a disjunction of 77 atomic formulae on the structural
semantics with respect to the GSM handover protocol.

IV. TRANSLATING TEMPORAL FORMULAE

In this section we define the mw-Calculus structural-
temporal logic (PSTL), which is in essence LTL where
the atomic propositions are formulae of the translatable
subset defined in the last section. That is, we create
PSTL by adding a temporal dimension to translatable
formulae along the lines of Finger and Gabbay [4].

Definition 17 (Syntax). The syntaz of structural-
temporal formulae is given by the following EBNF.

QDIZ:p\_‘QOl'QDl/\(pQ'O(Pl’

where p is a restriction formula according to Defini-
tion [[2. We denote the set of structural-temporal for-
mulae by PSTL.

The formulae are interpreted on sequences of process
reactions.

Definition 18 (Process Sequence). Let m = PyPy ... be
an infinite sequence of processes such that P; — Piyq. If
there is some k such that Py can not react anymore, we
set Pj = Py for all j > k. Then 7 is called a process
sequence of Py. We denote the initial process Py of m by
P,.. Similar to occurrence sequences, the subsequence of
7 starting at k is denoted by 7.

Remark 2. Note that due to the isomorphic transition
systems (see Remark[dl), a process sequence of a process
P corresponds to exactly one occurrence sequence of the
structural semantics of P, i.e. we can lift the isomor-
phism of processes and markings to sequences.

Definition 19 (Semantics). Let 7 be a process sequence.
The semantics of PSTL formulae is defined inductively

as follows.
TEp iff PrEp
T E e iff motwlEp
TEeAps  iff TEe and T E oo
T Op iff  Fy:mllEe

If 7 = ¢ we say that 7 satisfies . A formula ¢ is valid
for a process P, written P = @, if and only if all process
sequences of P satisfy .

The set of minimal satisfying processes of a formula
p is decreasing monotonically with respect to the reach-
ability of processes. I.e., if the process P’ is reachable
from P, the minimal satisfying processes with respect to
P’ are a subset of the minimal satisfying processes with
respect to P.

Lemma 5. Let P and P’ be processes such that P —*
P’ and p be a nmormalised restriction formula. Then

Rlplp S RIplp or Rlplp ={L}.

Proof: By induction on the structure of restriction
formulae. |

Definition 20. The translation of ©(p, P) a PSTL for-
mula @ with respect to a process P is defined inductively
on the structure of ¢ as follows.

O(p, P) = 0(p, P)

O(—p, P) = =0(p, P)

O(p1 A 2, P) = O(p1, P) A O(p2, P)
O(0p, P) = 00(p, P)

Consider processes P, P’ such that P —* P’. The
truth of the translation of a formula p with respect to the



structural semantics of P’ is not affected, if we construct
the translation with respect to P. This is due to the fact,
that all minimal satisfying processes with respect to P’
are contained in the set of minimal satisfying processes
with respect to P, i.e. Lemma Bl

Lemma 6. Let P and P’ be processes such that P —* P’
and ¢ be a formula of PSTL. Furthermore let w be an
occurrence sequence of NP']. Then

w = O(p, P') iff w = O(p, P).

Proof: By induction on the structure of formulae.
The “if” direction of the base case holds due to Lemma 5]
while the “only if” direction holds, since the initial
marking of w can only reference places of the structural
semantics of P’. The induction steps are simple applica-
tions of the induction hypothesis. [ ]

The next lemma states that satisfaction of a for-
mula with respect to a state in a process sequence and
satisfaction of the translated formula with respect to
the marking in the associated occurrence sequence is
equivalent.

Lemma 7. Let P be a process, ™ be a process sequence
of P and g an isomorphism from process sequences to
occurrence sequences (see Remark[d). Then

™= ¢ iff g(m) = O(p, P)

Proof: Let m = ¢. We proceed by induction on
the structure of . The base case is immediate by an
application of Theorem [II Most of the induction steps
are immediate consequences of the semantics of LTL
and PSTL as well as the induction hypothesis. The only
interesting case involves the temporal modality. Assume
the lemma holds for ¢. Then

TEQpe Jy: Y Ep
{Let 7’ =¥} &' Eop
{IH} & g(7') |= 0(¢, Pr)
{Lemma B}  o(r') = (e, P)
{r' =7¥ and P, = P} & Jy: g(7¥) E O(y, P)
{Semantics and Definition RO} < g(7) = 0(0p, P)
|

The main theorem of this section is a direct conse-
quence of Lemma [7

Theorem 2. Let P € P and ¢ € PSTL. Then

P iff N[P] = ©(p, P).
Example 7. Consider 8 and P as in Example[8. Now
let ¢ = 0B, where O is the dual of ¢. The translation
of ¢ with respect to P is ©(O0F, P) = 0O0H(8, P). All in
all, @ expresses that the mobile station is able to return to
its initial state after all possible reductions of the system.
Le., the system is deadlock-free.

V. CONCLUSION

We have shown how structural formulae defined on
m-Calculus processes can be translated into equivalent
propositional formulae on Petri nets with respect to the
structural semantics as defined by Meyer. This gives us
the ability to verify systems and properties defined as
processes, resp. formulae on these processes with the
help of standard Petri net techniques. The application
to the GSM handover protocol exemplifies that simple
structural properties of processes may correspond to
rather large LTL formulae on the structural semantics.
Hence, using PSTL formulae and the presented transla-
tion is much more convenient than manually identifying
all places of interest. The size of the formulae increases
exponentially in the size of the process under consid-
eration, since the structural semantics already grows
exponentially. The translation is sensible for structurally
stationary processes, i.e. processes where the set of
reachable fragments and hence the set of places in the
structural semantics is finite, otherwise the LTL formu-
lae would consist of infinitely many conjunctions.

The translation still relies on directly checking the
satisfaction of formulae by fragments in the computation
of minimal satisfying processes. But this check is much
simpler than checking satisfaction of arbitrary formulae
and processes, since only the structure of processes has
to be taken into account. The current approach has
been prototypically implemented in the PETRUCHIO tool
[10]. If a formula Op contains T, the minimal satisfying
processes describe an upward closed set, i.e. deciding
whether ¢p holds is an instance of the covering problem
for Petri nets [12]. A suitable backward coverability
checker is implemented in PETRUCHIO [I3]. In general,
processes can be effectively checked with respect to
PSTL properties.

In the following, we will use the terms structural
and spatial synonymically. Different spatio-temporal log-
ics for process calculi have been proposed. The initial
approach of Caires and Cardelli [3] has been proven
decidable for bounded processes [5]. This set is a subset
of structurally stationary processes [2].

Pattinson and Reus presented a proof system for
linear spatial temporal logic LSTL [14], a combination
of hybrid logic and LTL. They also follow Finger and
Gabbay [4], but add constraints to keep track of names
while processes react. Using hybrid logic enables for
referring to different reachable processes directly.

Conforti et al. have defined the spatial logic BiLog on
bigraphs [I5]. BiLog is more expressive than PSTL, since
bigraphs are a general concept for describing structure
and mobility, subsuming e.g. w-Calculus [7], [§], Ambient
Calculus [I6] and CSP [I7]. Similar to our approach,
BiLog contains constants for bigraphs. In special cases,



satisfaction of these constants coincides with structural
congruence. However, we are not aware of work on
automated verification for bigraphs.

Partial order reductions for spatial properties have
been investigated by Affeldt and Kobayashi [I§]. They
define three subsets of spatial logic with increasing ex-
pressiveness, all of which allow for the application of
partial order techniques. However, the subsets lack a
treatment of restrictions on names.

Acciai and Boreale have investigated decidability of
spatial properties using a typing system [19]. In their
work, CCS types abstract m-Calculus processes. Since
CCS processes possess well-structured transition sys-
tems, safety is decidable.

Future Work: The translatable subset of formulae
can be extended in various ways. The atom —free(b) may
be extended to sequences of names —free(b), without
affecting any proofs given in this paper. Such an easy
extension is not possible for the dual atom free(b). For
example, a« = free(b,c) does no longer ensure that a
single fragment satisfies «, contradicting Proposition
Consider P = b(z) | ¢(y). Both fragments are needed for
the satisfaction of «a. Interpreting o as a disjunction,
i.e. free(b) V free(c) is not an option either, since we
can no longer ensure that b and ¢ occur free in all
processes satisfying «, as stated in Lemma Pl Further-
more, disjunction distributes always over the parallel
modality, while conjunction does not. Hence, allowing
for arbitrary conjunctions, disjunctions or negations in
the translatable structural set would spawn a more
complicated normal form, if there is any.

Enhancing the structural semantics with the possibil-
ity to track bound names creates the need to reflect such
properties in the structural subset. That is, bound names
in different structural formulae have to be associated.
Techniques developed by Pattinson and Reus [T4] may
be useful for further investigation.

The selection of a particular subset of LTL for the
temporal aspect is not of importance for the described
translation. The extension to LTL with the next- or
until-modality is straightforward.
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APPENDIX

We present both the formal specification of Example[I]
as well as full proofs for most results.

A. Full Specification of Examplel[ll

The system consists of four main agents. The active
and passive base stations BS, and BS,, the mobile
station MS and the mobile switching center MSC'. The
latter consists of two controllers, the handover controller
H(C and the communication controller CC'. For a com-
plete description see Orava and Parrow [9].

CC(fas fp 1) = in(v)~ﬁ<data>-ﬁ<v>' CC\ fay fps1]
+ 1(Mpew)-falho_emd). fo(Mupew)-
(fp(x).[:r = ho_cmd| fo{ch_rel).
fa(moia) Hmota). CC'fy, fa, 1]
+fo(2).[x = ho_fail].
Umnew)-CCfa, fy:1])
HC(l,m) := l{m).l(m).HC|l,m|
MSC(faafp’ ) =l (HCI_Z mJ|CC|_faafp’ J)
BSa(f,m) :=m(z).
([x = data). f(v).m({data). m({v).BS, | f, m]
+ [x = ho_cmd). f (v). m(ho_cmd) . m(v).

( Jw = ch_rel].f(m).BS, | f,m]

m(w).[w = ho_fail].

Flho-fail). BS,|f,m))

BS,(f,m) := m(x).[x = ho_acc].
f(ho_com).BS,| f,m|
m(z). ([x = data].m(v).out{v). MS|m]

+ [z = ho_emd].m(mpew)-

(Mrnew (ho_acc). MS | Mypeq |

+ m(ho_fail).MS|m]))

P(fa, fp) = vm.(MSC/| fa, fp,m] | BS, | fp,m])

MS(m) :

Q(fa) == vm.(BS.| fa,m] | MS|m])
S == vv.in(v).S
R :=out(d).R

System := Vfavfp'(PLfavpr | QLfaJ |S|R)

B. Proposition[2

Let ¢ be a fragment formula and P a process with P =

¢. Then

1) there exists an F s.t. P = F|Q and F | ¢ where
FeP? or F=0, and

2)if @ # 0 then T € sub(¢) V free(b) € sub(¢p) V
—free(b) € sub(¢).

Proof: By induction on the structure of formulae.
If = T, the proposition holds trivially. If ¢ = free(b),
let rf(P) = [],c; Fi. Since b € fn(P), there is a j € I
such that b € fn(F;). Hence P = Fj| [[;cp ;) Fi and
F; € PF and F; = ¢. Now let ¢ = —free(b) and
rf( ) = ILic; Fi- Since b & fn(P), there is no j € I
such that b € fn(F;). Choose an arbitrary j € I, then
P=Fj| [Lien FandF ePFand F; = ¢. If P =0,
then 0 |= ﬂfreez % and P =0]0. In all these three cases,
the second part of the proposition holds. If ¢ = P3°9,
then P = P9, hence P € P7. Since P = P|0, the
second part holds as well.

For the induction step, let ¢ =res b (¢1 || ... || ¢dn)-
Then there exist m and P’ such that P = vm.P’ with
m ¢ fa(P) and m & (fa(1) U--- U fu(éy)) and P’ =
(@11 - [ pn){b < m}.

Hence there are Py to P, such that P" =Py | ... | P,
and P; E ¢;{b < m}. By the induction hypothems P, =
F;|Q; where F; € PV F; =0 and F; = ¢;{b < m}.
Now let 7f(Q:) = [[;c;, Rij and {1,...,n} =1, I"™ =
{i1me fn(F;)} and Jm ={jime fn(R;;)}.

Using this notation, we have

Pl Po=[EI T Res

iel i€l jeJ;

=[IEITIII Rl IT EOI] IT Res

ielm icl jeJm ISP AV AL el jeJ\J"

Observe that the first part of this process contains m as
a free name, while the latter does not. Furthermore, if
i ¢ I'"™, we have that m ¢ fn(F;), which by Lemma
implies m & efn(¢:{b < m}), hence ¢, = T. In
addition, we have by the second part of the induction
hypothesis that if there are ¢ and j such that R; ; # 0,
then T € sub(¢;) or free(c) € sub(¢) (since —free(c)
is not allowed by the syntax). In this case, due to
equivalences ([2) and (@) of Proposition [[l we get that
o1{b - m} || .. || duld < m} = oufb < m} || ... |

¢n{b <~ m} || T AH m all HZEI'" F | H’LGI HZEJ’” R ,J ':
¢1{b <~ m} || ... || ¢on{b < m}, hence also F! =
mﬁhmmngmwv)kmw@n
¢n), where F’ is a fragment. By scope extrusion P =
F'| HzeI\ImF | [Licr e \sm Rij . Observe that if
there is an ¢ € I \ I"™ or there are ¢ and j such that
j € J;\ JI, the second part of the proposition holds by

the remarks above. [ ]
C. Lemmal3
Let ¢ be a fragment or restriction formula. Then
¢ = nf(p).

Proof: By induction on the structure of formulae.
First we consider fragment formulae, i.e. ¢ = ¢. If

¢ is either T, —free(b) or P%4 the statement follows



immediately. If ¢ = free(b), we have by Proposition [ (2))
that ¢ = free(b) = free(b) | T = nf ().

For the induction step, assume that for ¢ € I the
statement ¢; = nf(¢;) holds. Let ¢ = res b ([1;c; ¢:)-

By the induction hypothesis, [[;c; ¢: = [1;c; nf(¢:) =

HjeJ Vj-
1) If there is no j € J such that ¢; = T, then also
”f(HieI ¢i) = HjEJ 7/’3‘, ie.,
nf(res b (H ¢;)) =rtes b (nf(H ®:))
iel iel
=res b (H ;) = res b (H@)
jeJ iel

2) If there is at least one j € J such that ¢; = T,

then nf([Lic; ¢:) =T | HjeJ\(JTUJﬂ) ;. For each
j' € Jr UJ., we get by Proposition [ () and

@) that ¢ || T = T and hence [[;.;9; = T |
e srus.y ¥5- That is,
nf (res b (H ¢;)) =res b (T || H G || T

el JjeJ\(JTUJS)

= res b (T | H ()
FEIN(JTUJT-)
= res b (H Y;) = res b (H(bi),
jed iel

where the first equivalence is justified by Proposi-
tion [ ).
The case nf(res b (J[,c; ¢:)) = T is a special case
of the above.

The case of restriction formulae, i.e. ¢ = [[,c; ¢, is
treated similar to the previous case. [ ]
D. Lemmald

Let ¢ be a normalised fragment or restriction formula.
Then exactly one of the following properties holds:

o —free(b) & sub(yp) for all b, or

o T & sub(p) and —free(b) € sub(p) for some b.

Proof: If ¢ is an atomic fragment formula, the
lemma follows immediatly. Let ¢ = res ¢ (]_Le I gbi)‘

1) For no i € I can ¢; be a formula of the form
—free(b), since this formula possesses an empty set
of ensured free names and hence may not occur
under an restriction. Due to the same argument, no
¢; contains such a formula.

2) Let ¢ contain T or free(b). The application of
nf does not create any formula of the type
—free(d). Hence nf(p) does not contain a subfor-
mula —free(d).

Let ¢ = [, ¢:- If o possesses —free(b) as a subformula,
there is an k € I such that ¢ = —free(b). Now let there
be al € I such that ¢; contains T, i.e. there is a ¥, such

that nf(¢;) = ¢ || T. Consider [[,.; nf(¢:) = HjGJ ()

The formula ¢y, is still a subformula of this normalised
formula, i.e. there is a k&’ such that ¢, = ¥y and k¥’ € J_.
Furthermore, there is a formula T in this normalised
formula (the one created due to ¢; containing T), hence
nf(e) = T || Hjenrus)¥i- Now all formulae of
the form —free(b) have been removed, hence the lemma
holds. Again, nf(p) = T is a special case. [ |

E. Proposition

Let P be a process, Q € Reach(P)and p=¢1 || ... || ¢n
a normalised restriction formula. Then @ | p if and only
if there are processes in restricted form R and S such
that rf(Q) = R|S and the following holds:

1) [RI€ER[$1 ]| --- | dn]p-
2) for all F € fg(S), there is a k € {1,...,n} with

[F] € F¢r]p and 0 |= ¢y.

Proof: Let Q = ¢1 || ... || ¢ and I = {1,...,n}.
Then @ = [[;c; Qi such that Q; = ¢; for all i € I.
By Proposition 2l Il) we know that for every ¢ there
are processes F; and P;, such that Q; = F;| P;, where
F; E ¢; and either F; is a fragment or F; = 0. Now let
Iy ={i1 F; = 0}. Then for all i € I\ Iy, we have [F]f €

Flé:lp and hence [Hiel\lo F,-] € R[[Hiel\fo bi o

Now let [R] = LHiGI\Io FZ] Because each ¢; with i € I
is satisfied by the deadlock process 0 = F;, we even have
(7] = [[Tics i) € R [Iics ¢:] -

Since parallel composition is commutative, we have
Q = R|S" with R = [[,; Fi and S" = [[,.; Pi- Now
consider one P; = rf(P;) = [[;c; Gj # 0. Then we still
have F; | [[;c; Gj = ¢ since this process is structurally
congruent to @;. Hence by Proposition 2 [2), we have
T € sub(¢;), free(b) € sub(¢;) or —free(b) € sub(¢;) for
some name b.

1) If T € sub(¢;) or free(b) € sub(¢;), then due to the
normalisation of [[,.; ¢;, there is a k € I such that
¢r = T. Then for all j € J, we have [G,] € F [¢r] p.
2) Let —free(b) € sub(¢;). Due to the syntax of frag-
ment formulae, —free(b) may not appear under a
restriction on a name, hence ¢; = —free(b). Since
Qi | ¢ialsob & fn([],c; G;)- Hence for each j € J,

Gj ': ¢z hOldS, i.e. [GJ] € .7:[[(;32]]13
With S = rf(S’), we have shown that [R] is a minimal
satisfying process class of [[;.; ¢#; and all fragments of
S are used for the satisfaction of fragment formulae ¢;
For the converse, assume that there are R and S such
that both conditions of the proposition hold. By the
definition of R[], we get that R |= [],.; ¢i. Now we
consider an arbitrary F € fg(S). Then there is a formula
¢r such that F | ¢ and 0 | ¢, ie. ¢ = T or
¢r = —free(b) for some name a. Note that R has to
be decomposable into Rj,..., R, such that R; = ¢,



(n = |Il and 1 < i < n). Now if ¢ = T obviously
Ry | F |= ¢. The same holds for ¢5, = —free(b). Hence

| Ry =[]0

iel

Ri|...|Ru|F] ...

This argument holds for all F € fg(5), i.e. all fragments
of S can be composed in parallel to subprocesses of R to
obtain Q" = R|S such that Q" |= [[,; ¢i. Since Q' =
R|S=rf(Q)=Q we get Q |= [[;c; ¢:- [ ]

F. Theorem[1]

Let P be a process and p a normalised restriction

formula. Furthermore, let w be an occurrence sequence
of N[P]. Then

P piff w = 6(p, P).

Proof: Let P |= p. Then by Proposition [3 there are
R and S in restriction form such that rf(P) = R|S,
[R] € R [p] p and for all fragments F of S, there is a k €
I such that [F] € F [¢x] p and 0 = ¢y For simplicity, we
distinguish the three cases for p as implied by Lemma [

1) If p does not contain T or —free(b), then S = 0, i.e.
P = R. Hence [P] € R [p] p- Since flex(p, P) = () in
this case, 0(p, P) contains a disjunct 1, such that
U = AFieso(rf(Reach(pyy)y = [F] = dec(rf (P))([F]).
Since the initial marking of N P] is defined as My =
dec(rf(P)), we have w =1 and hence w = 6(p, P).

2) Let p contain T. First observe that all reachable
fragments of P are flexible in this case. If S = 0, the
argument is the same as in case[[l Hence let S Z 0.
Again there is a disjunct ¥ = A (picpex(p,p)[F] 2
dec(rf(R))([F]). Since all fragments of S are
also reachable fragments of rf(P), we have by
Lemma [ dec(rf(P))([F]) = dec(rf(R))([F]) +
dec(rf(S))([F]) = dec(rf(R))([F]) for all fragments
F of P. Hence w = 4, and in particular w = 0(p, P).

3) As the last case, let p contain at least one formula of
type —free(b). Then in general neither flex(p, P) = 0
nor fix(p, P) = 0. Furthermore let S # 0 (otherwise
proceed as in case [I). Again, there is a disjunct

such that
v= N\ [F]=dec(rf(R))([F])
[F]efix(p,P)
AN N\ IF) = dec(rf(R))([F)).
[Fleflex(p,P)

Observe that p does not contain any T, i.e., all
fragments of S must satisfy a formula of the form
—free(b) for some name b (see Proposition 2 [I)
and Lemma [Ml). Hence all equivalence classes of
fragments of S are elements of flex(p, P). The ini-
tial marking of N[P] is defined by dec(rf(P)) =
dec(R) + dec(S). That is, for all [F] ¢ flex(p, P),

dec(rf(P))([F]) = dec(R)([F]) holds and for all
[F] € flex(p,P), we have dec(rf(P))([F]) =

dec(R)([F]) + dec(S)([F]) > dec(R)([F]). Alto-
gether, w |= 1, i.e., w = 0(p, P).
Now assume that w = 6(p, P). Since 6(p, P) is in

disjunctive normal form, there is a disjunct ¥ such that
w E 9. In the following, note that M, is the initial
marking of w.

1) Let p be a formula without T and —free(b). Then
¥ = NFjetix(o,p)[F] = cp. That is, My ([F]) = cp
for all reachable fragments of P. By construction
of O(p, P), there has to be a process () such that
Q) € Rplp and dec(rf(Q)) = M,, — dec(rf(P).
By Lemma [l @ = P. Hence [P] € R[p]p and by
Proposition Bl we get P = p.

2) Let p contain T, ie. for p [I;c; #: there
is a k such that ¢ = T, since p is nor-
malised. Furthermore, ¢ is of the form ¢ =
A(Fietiex(p,p)[F] = cr. By the construction of

9(/03 P)v we get |:H[F]Esupp(Mw) HCF Fi| € RHP]]P

Hence P =
I Irs I I
[Flesupp(M.,)

[Flesupp(M.,)

= R|S. For each fragment F of S, we can choose k
as above, i.e. [F] € F [¢x] p. Hence by Proposition 3]
we have P = p.

3) Now let p contain —free(b). Then there is a disjunct
Y = /\ Flefix(p,P) [F] = cr A /\[F]Eﬂex(p,P) [F} >
cr. We get by the construction of 6(p, P) that
[R] = [H[F]esupp(Mw) 1" F] € R [p] p- Like above
we can decompose P into R and S, where § =
H[F}esupp(Mw)HM‘“([F])%F F. All fragments of S
are members of flex(p, P). Hence for all fragments
F of S there is a subformula ¢ of p such that
[F] € F[¢] p- Proposition Bl yields P |= p.

|

G. Lemma

Let P and P’ be processes such that P —* P’ and ¢ be
a formula of PSTL. Furthermore let w be an occurrence
sequence such that M, is the initial marking of NP’].
Then w |= O(p, P') if and only if w = O(y, P).

Proof: By induction on the structure of PSTL for-
mulae.

Let w = ©(p, P'), i.e. w = 6(p, P’). By definition, this
is equivalent to M., = 0(p, P’). Le., there is one disjunct
1 satisfied by M,,, and 1 was constructed due to some
process [Q] € R[p]p,. By Lemma 5 [Q] € R [p]p, ie.
¥ is also a disjunct of 6(p, P). Conversely, if M, E ¢
for some disjunct of 6(p, P), all fragments not reachable
from P’ are not mentioned in 6(p, P) and hence M, &
6o, P').



The induction steps for negation and conjunction are
immediate by application of the induction hypothesis. In
the case of the temporal modality, the application of the
hypothesis is more subtle. After expanding the semantics
of O, we are left with Jy: w¥ = O(¢, P’). Now, since
the transition systems of a process and its structural
semantics are isomorphic, the process P” corresponding
to M,y is reachable from P’, i.e. also P —* P/ —* P”.
Hence the application of the induction hypothesis is
possible, and we get w¥ | O(p, P), which is by the
definition of the semantics of LTL and of the translation
equivalent to w = O(0p, P). |
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