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1 Introduction

Bin packing is an NP-hard [10] classical combinatorial optimization problem. The ob-
jective is to pack a set of items into a minimum number of unit-size bins such that
the total size of the items in a bin does not exceed the bin capacity. The problem has
been studied extensively both in the offline and online settings [7, 8, 5]. In the online
setting [11, 12], items may arrive at arbitrary time; item arrival time and item size are
only known when an item arrives.

Online dynamic bin packing. Most existing work focuses on “static” bin packing in
the sense that items do not depart. In some potential applications like warehouse storage,
a more realistic model takes into consideration of dynamic arrival and departures of
items. In dynamic bin packing (DBP) [6] items arrive over time, reside for some period
of time, and may depart at arbitrary time. Each item has to be assigned to a bin from
the time it arrives until it departs. The objective is to minimize the maximum number
of bins used over all time. In the online setting, the size and arrival time is only known
when an item arrives and the departure time is only known when the item departs.

Previous work also focuses on item size being an arbitrary real number in (0, 1] that
must be packed into unit-sized bins. We refer to this type of item as a general size item.
However, in some applications item size is not represented by general size items. Bar-
Noy et al. [2] initiated the study of the unit fraction bin packing problem, a restricted
version where all sizes of items are of the form 1

k , for some integer k. The problem was
motivated by the window scheduling problem [1, 2].

Our contributions. Our main contribution is to improve the lower bound of 1-
dimensional online dynamic bin packing of general size items for any deterministic online
algorithm from 2.5 [4] to 8/3 ∼ 2.666. Furthermore, we study 2- and 3-dimensional on-
line dynamic bin packing of unit fraction (UF) items. We obtain competitive ratios of
6.7850 and 21.6108 for 2-D and 3-D UF items, respectively. These are in contrast to
upper bounds of 7.788 and 22.788 obtained in [13] for 2-D and 3-D general size items,
respectively.

Notations and definitions. We denote by s-item a 1-D item of size s. For 2-D items,
we use the notation T(w, h) to refer to the type of items with width w and height h. We
use ‘∗’ to mean that the length can take any value at most 1, e.g., T(∗, ∗) refers to all
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items. The parameters w (and h) may take an expression ≤ x meaning that the width
is at most x. In a similar way we use the notation T(x1, x2, x3) for 3-D items.

When packing a new item to a bin, repacking of existing items within the same bin
is permitted, however migration to other bins and rotation of items are not allowed.

2 An 8/3 Lower Bound for 1-D Online DBP

We consider the 1-D online dynamic bin packing problem of general size items, where
each item is represented by a real number in (0, 1]. We improve the lower bound from
2.5 [4] (previously 2.388 [6] and 2.428 [3]) to 8/3 ∼ 2.666 (Theorem 1). The improvement
stems from an adversarial sequence that forces an online algorithm A to open 2s bins
with items having a total size of s only.

Suppose we have s bins each with an 1
3 -item. If we want to force A to open s new

bins using items of size 2
3 , we may need to release 2s such items because each existing

bin can pack one item. The maximum load in total including the 1
3 -items would be

s(1 + 2
3). On the other hand, if the original s bins have items of size from 1

3 , 1
3+δ,

1
3+2δ, · · ·, 1

3+(s−1)δ, for some small δ > 0, we can force A to open s new bins with a
smaller maximum load at any time as follows. First release items of size 2

3−(s−1)δ until
A opens a new bin. At most s + 1 such items are required. We then let all items of
size 2

3−(s−1)δ depart except the last one packed in the new bin. Next we release items
of size 2

3−(s−2)δ. At most s items are required to force A to open a new bin. We can
repeat this process, for 1 ≤ i ≤ s, with no more than s−i+2 items of size 2

3−(s−i)δ to
force A to open a new bin. At any time, the total load of all items not departed is at
most s+ 2

3 , versus s(1 + 2
3) in the former case.

Based on the above observations, two operations are designed, namely, Op-Inc and
Op-Comp. Op-Inc forces A to open bins each with one item of increasing size. Op-Comp
then releases items of complementary size, ensuring that an item released in Op-Inc can
be packed with a corresponding item released in Op-Comp into the same bin by an
optimal offline algorithm.

Op-Inc and Op-Comp. The aim of Op-Inc is to make A open at least s more bins,
for some s > 0, such that each new bin contains one item with item size increasing over
the s bins. The items to be released have size in the range [x, x+ε], for some small ε,
such that x + ε < 1

2 . The adversary releases items of size x, x + ε
s , x + 2ε

s , · · ·. Let
zi = x+ iε

s . In each step i, the adversary releases zi-items until A opens a new bin. We
then let zi-items depart except exactly one item of size zi, for 0 ≤ i < s, in the i-th new
bin opened by A. At the end, Op-Inc opened s bins, each with increasing load from x
to x+ (s−1)ε

s .

Op-Comp is designed to work with Op-Inc and assumes that there are s existing bins
each with load in the range [x, x + (s−1)ε

s ] where x < x + (s−1)ε
s < 1

2 . The items to be

released have size in the range [1 − (x + (s−1)ε
s ), 1 − x]. Starting from the largest load

x+ (s−1)ε
s , in Step i, for 1 ≤ i ≤ s, we release items of size wi = 1−(x+ (s−i)ε

s ) until A
opens a new bin. Note that such items can only be packed in the first s + 1 − i bins.
We then let all wi-items depart except the one packed in the new bin. Using these two
operations, we can design an adversary to obtain the following lower bound.

Theorem 1 No deterministic online algorithm can be better than 8/3-competitive.
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3 2-D and 3-D Online DBP of Unit Fraction Items

We extend the study of 2-D and 3-D online dynamic bin packing problem [13, 9] to
unit fraction items. We adopt the typical approach of dividing items into classes and
analyzing each class individually. The bin assignment algorithm that we use for 2-D
and 3-D items is the First-Fit (FF) algorithm. When a new item R arrives, if there are
occupied bins in which the item can be repacked, FF assigns R to the bin which has
been occupied for the longest time.

For 2-D we consider the following classes of items. Class 1 contains T(≤1
3 ,≤1)-items.

Class 2 contains types T(1,≤1
2),T(12 ,≤

1
2). Class 3 contains types T(1, 1),T(12 , 1). Over-

all, the three classes cover all 2-D UF items and the overall competitive ratio (6.7850) is
the sum of the competitive ratios of the three classes (2.8258, 2.4593, 1.5, respectively).

For 3-D we divide the items into Class 1 (T(> 1
2 , ∗, ∗)-items), Class 2 (T(≤ 1

2 , >
1
2 , ∗)-items), Class 3 (T(≤ 1

2 , (
1
3 ,

1
2 ], ∗)-items), and Class 4 (T(≤ 1

2 ,≤
1
3 , ∗)-items). The

competitive ratios for the four classes are 6.7850, 4.8258, 4, and 6, respectively.

Theorem 2 There is a 6.7850-competitive algorithm and a 21.6108-competitive algo-
rithm for 2-D and 3-D unit fraction items, respectively.
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