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Abstract. In this paper we study on-line windows scheduling (WS) of
temporary items. In a broadcasting system, there are some broadcast
channels, each can broadcast one item in one time unit. Upon the arrival
of an item with a window w, where w is a positive integer, the item
has to be scheduled on a channel such that it will be broadcasted in the
channel at least once every w time units until its departure. With the
on-line input of these temporary items, the problem is to minimize the
maximum number of channels used over all time. We give a 5-competitive
on-line algorithm and show that there is a lower bound of 2 − ε for any
ε > 0 on the competitive ratio of any on-line algorithm.

1 Introduction

In this paper we study on-line windows scheduling (WS) [3, 4] of temporary items
(i.e., items may depart). We are the first to consider temporary items in the
problem. A temporary item may have unknown duration, i.e., the item departs
at unpredictable time; or known duration, i.e., the departure time is known when
the item arrives. In a broadcasting system, there are some broadcast channels,
each can broadcast one item in one time unit. An item i comes with a window wi,
where wi is a positive integer. When item i arrives, it has to be scheduled on
one of the channels such that it will be broadcasted at least once every wi time
units. Reschedule of the item to other channels is not allowed. For example,
suppose two items with windows equals to 2 and 3, respectively, arrive one after
the other. Then we can schedule them in the same channel with the broadcast
sequence 〈2, 3〉 or 〈2, 2, 3〉 repeatedly. The objective of the problem is to minimize
the maximum number of channels used over all time.

WS can be applied to push-based broadcasting systems. In a push-based
system, servers broadcast pages on broadcast channels to clients. Clients who
wish to receive the pages will listen to the channels and select what information
they want to receive. If the quality of service is measured by the average response
time [1, 2], servers broadcast more popular pages more frequently. Yet, in some
business model, the servers sell their service to information providers who request
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the pages to be broadcasted regularly [5, 11]. The frequency of broadcasting a
page is proportional to the amount paid by the provider. The servers may receive
additional requests by providers over time, while a provider may withdraw from
the service at any time; this is modeled by temporary items. Another related
application is video-on-demand systems: many requests of a popular movie are
received over a short period of time. To reduce the server bandwidth requirement
without sacrificing the response time, the pyramid broadcasting paradigm [14,
15] and its variants [12, 13] are adopted. The movie is partitioned into equal size
segments, each can be broadcasted in one time unit, and segment i is broadcasted
every i time units. Then any client can view the movie uninterruptedly by waiting
for at most one time unit.

Related work: WS with permanent items (i.e., the items never depart) was first
studied by Bar-Noy and Ladner [3], where they gave an off-line approximation
algorithm which uses H +O(lnH) channels, for H =

∑
i 1/wi. The NP-hardness

of the problem was proved later [4]. An on-line algorithm was also given which
uses H + O(

√
H) channels [4].

As pointed out in [4], WS is a restricted version of a bin packing problem,
called the unit fraction bin packing (UFBP). UFBP is to pack all items, each
with a width 1/wi for some positive integer wi, into minimum number of unit-
capacity bins. It can be observed in the following that WS is a restricted version
of UFBP. Suppose we have three items with wi equal to 2, 3, and 6. They can
be packed in the same bin because 1/2 + 1/3 + 1/6 = 1. Yet we cannot schedule
to broadcast them in the same channel [8]. It has been shown in the pinwheel
problem3 [7, 8, 10] that if the sum of 1/wi is less than or equal to 3/4, the items
can be scheduled on one channel [10], otherwise, it might not be possible to do
so. Bar-Noy et al. [4] gave an off-line algorithm for UFBP that uses H + 1 bins,
where H =

∑
i 1/wi. They also gave an on-line algorithm that uses H +O(

√
H)

bins and a lower bound of H + Ω(lnH).
Coffman et al. [9] has studied the unit-capacity bin packing problem with

temporary items, where the item width can be any real number less than or
equal to 1. When the largest item width is 1, they showed that first-fit is 2.897-
competitive and no on-line algorithm is better than 2.5-competitive. When the
largest item width is less than 1/k for an integer k, they gave a general upper
bound in terms of k for first-fit and a general lower bound in terms of k for any
on-line algorithm. Note that the upper bound of UFBP with temporary items
follows from the upper bound results of Coffman et al. but the lower bound does
not.

Our contribution: Similar to other study on on-line problems, we measure the
performance of an on-line algorithm in terms of competitive ratio (see [6] for a
survey). In this paper we give the first upper and lower bounds on the competi-
tive ratio of WS with temporary items. We observe that the competitive ratios
depend on a value α which is the minimum of wi. Precisely, we show that any

3 The pinwheel problem is to determine whether the given items can be scheduled in
one single channel and give the schedule if the answer is yes.



on-line algorithm has a competitive ratio at least 1 + 1/α − ε for any ε > 0.
In contrast to the case of permanent items in which there is an algorithm that
uses at most H + O(

√
H) channels, the 1 + 1/α − ε lower bound demonstrates

that WS with temporary items is “harder” than WS with permanent items. This
lower bound applies to both known and unknown duration, yet the adversary for
unknown duration is simpler as expected. As for upper bound, we give an on-line
algorithm W that is 5-competitive when α = 1, and (2+2/(α∗−1))-competitive
when α ≥ 2, where α∗ is the largest power of 2 that is smaller than or equal to
α. These upper bounds also hold for both known and unknown duration.

Organization of the paper: The rest of the paper is organized as follows. In
Section 2, we give some preliminaries. In Section 3, we present the lower bound
for UFBP and WS. The lower bound for WS is based on the lower bound for
UFBP. In Section 4, we present the on-line algorithm W for WS and analyze its
performance. Finally, we give a conclusion in Section 5.

2 Preliminaries

In this section, we give a precise definition of the on-line problems of UFBP and
WS with temporary items, and the necessary notations for further discussion.

On-line UFBP: The input is a sequence σ of items. Item i is represented as a 3-
tuple (ai, di, 1/wi), where ai, di, and wi are positive integers with ai denoting the
arrival time, di the departure time, and 1/wi the width of item i. For unknown
duration, di is not specified when item i arrives. All items are to be packed in
unit-capacity bins. The objective of the problem is to minimize the maximum
number of bins used over all time.

On-line WS: The input is a sequence σ of items for broadcast. Item i is repre-
sented as a 3-tuple (ai, di, wi), where ai, di, and wi are positive integers denoting
the arrival time, the departure time, and the window of item i, respectively. We
assume that di ≥ ai + wi − 1, i.e., an item that arrives should be broadcasted
at least once. For unknown duration, di is not specified when item i arrives.
Each item takes one unit of time to broadcast, i.e., if an item is broadcasted
in the beginning of time t, the client can receive the item at the end of time
t. Item i must be scheduled on a broadcast channel between the time interval
[ai, di] such that for any ai ≤ t1 ≤ t2 ≤ di and t2− t1 + 1 ≥ wi, item i should be
broadcasted at least once in the sub-interval [t1, t2]. Note that in this definition,
the first broadcast of item i must be within the time interval [ai, ai + wi − 1],
i.e., there are at most wi−1 time units allowed between the arrival time and the
first broadcast of an item. Similarly, we assume that in the unknown duration
case, item i should announce its departure at or before time di − wi + 1. The
objective of the problem is to minimize the maximum number of channels used
over all time. Define the load of a channel at time t to be the sum of 1/wi for
all item i scheduled in the channel that have arrived but not yet departed.

Both the above problems are on-line problems in the sense that at any time t,
there is no information on the items arriving after t. Given a WS (UFBP, resp.)



algorithm W, we analyze its performance using competitive analysis. Given a
sequence σ of items, let W(σ, t) be the number of channels (bins, resp.) used
by W at time t. We say that W is c-competitive if there exists a constant k such
that for any input sequence σ, we have

max
t
W(σ, t) ≤ c ·max

t
O(σ, t) + k,

where O is the optimal off-line algorithm of WS (UFBP, resp.)
Remarks: Notice that any on-line algorithm for WS with unknown duration

always maintains the load of every channel to be at most 1 because it has to
guarantee that all items scheduled on a channel can be broadcasted within their
windows (even if none of the items depart). Therefore, we also restrict our at-
tention to those off-line algorithms that maintain, at any time, the load of every
channel to be at most 1.

3 Lower bound results

In this section we present lower bounds for UFBP and WS with temporary
items. The lower bound for UFBP is easier to construct, based on which we can
construct the lower bound for WS. Precisely, we show that for both UFBP and
WS, no on-line algorithm is better than (1 + 1/α− ε)-competitive, for any ε > 0
and α = mini{wi}, this is true for both known and unknown duration. Yet the
adversary for known duration is more complicated as expected and is based on
the adversary for unknown duration. We will give the details of the lower bound
for UFBP, the lower bound for WS can be proved similarly and will be outlined
at the end of this section.

Lower bound for UFBP We first consider the case of unknown duration.
Given any on-line algorithm A, we construct a sequence of items of widths
either 1/y or 1/α for some y and α such that y is much greater than α. The
adversary works in three stages as follows.

1. Items with wi = y are released at time ai = i until at least y bins are used
by A and the number of items m released is a multiple of y. Consider the
minimum such m.

2. The adversary retains one item in each of any y occupied bins and let all the
other m− y items depart.

3. Finally, α(m− y)/y items with wi = α are released.

Notice that at most y2 items with wi = y are sufficient to force the on-line
algorithm to use at least y bins in Stage 1. Thus, m ≤ y2. The following lemma
gives a lower bound on the number of bins used by the on-line algorithm after
Stage 3.

Lemma 1. A uses at least y + max{0, (m− y)/y − y(α− 1)/α} bins.



Proof. Notice that after Stage 2, at most α−1 items of width 1/α can be packed
in each of the y occupied bins. The total width of the items released in Stage 3
is equal to (m − y)/y. Therefore, if (m − y)/y > y(α − 1)/α, A needs at least
(m−y)/y−y(α−1)/α additional new bins to pack all items released in Stage 3.
Hence, the number of bins used is at least y + max{0, (m− y)/y − y(α− 1)/α},
and the lemma follows. ut

The following theorem shows the lower bound on the competitive ratio for
UFBP with unknown duration. Roughly speaking, we establish the lower bound
by showing that there is an off-line algorithm that uses m/y bins at any time
and then compare the number of bins used by the on-line algorithm with m/y.

Theorem 1. Any on-line algorithm for UFBP with unknown duration is at least
(1 + 1/α− ε)-competitive for any ε > 0 and α = mini{wi}.
Proof. First we show that there is an off-line algorithm O that uses m/y bins
at any time. In Stage 1, O packs the y non-departing items (i.e., those remain
after Stage 2) in the same bin and the other m− y items in another (m− y)/y
bins. In Stage 3, α(m − y)/y items of width 1/α are released. These items are
packed by O into the (m − y)/y bins that become empty after Stage 2. Thus,
the number of bins used by O at any time is 1 + (m− y)/y = m/y.

Then, we analyze the number of bins used by any on-line algorithm A. There
are two cases to consider. (1) Suppose that (m−y)/y ≤ y(α−1)/α. By Lemma 1,
no new bins are needed in Stage 3 and the maximum number of bins used by A
at any time is y. By simple mathematics, the inequality can be rearranged as
y2/m ≥ 1/(1+1/y− 1/α). Therefore, the ratio of the maximum number of bins
used by A to that used by O is y/(m/y), which is at least 1/(1 + 1/y − 1/α) ≥
1+1/α for y ≥ (α+1)/(α+1/α−1). (2) Suppose that (m−y)/y > y(α−1)/α. The
maximum number of bins used by A at any time is y+(m−y)/y−y(α−1)/α =
m/y + y(1/α − 1/y) ≥ m/y + (m/y)(1/α − 1/y). The latter inequality holds
because m ≤ y2. Therefore, the ratio of the maximum number of bins used by A
to that used by O is at least 1 + 1/α − 1/y. By letting ε = 1/y, the ratios in
both case are at least 1 + 1/α− ε, thus, the theorem holds. ut

We then modify the adversary such that it also works for known duration. The
major issue is that we have to determine the departure time of the items when
they arrive such that at the end of Stage 2, the on-line algorithm uses y bins,
each containing exactly one item of width 1/y. Then, using a similar argument
in Theorem 1, we can prove the same lower bound for known duration. Roughly
speaking, the departure time of the item i, for i ≥ 2, depends on how the on-line
algorithm pack item (i− 1), in particular, whether item (i− 1) is packed in an
empty bin or not. The details are as follows.

To set the departure time di of item i arriving at time i, we need to consider
how the on-line algorithm A packs the items arrived so far. We capture this
information by two values βi−1 and γi−1 (to be defined). For any time t, let It

be the set of items arrived at or before t and Ft ⊆ It be the set of items that A
opens an empty bin for. We define βt = mini∈Ft{di} and γt = maxi∈It−Ft{di}.



Now, we describe how to set the departure times. Firstly, we set d1 = L for
some large constant L to be defined later. Note that β1 = L and γ1 = 0. Next,
we set d2 = (β1 + γ1)/2 = L/2. If A packs item 2 in the same bin as item 1,
we have β2 = L and γ2 = L/2. Otherwise, we have β2 = L/2 and γ2 = 0. In
general, we set di = (βi−1 + γi−1)/2. Notice that Stage 2 ends at time γm and
Stage 3 starts at time γm +1. For the adversary to work, we need to ensure that
di is an integer and di > m for all 1 ≤ i ≤ m, which can be proved to hold if
L ≥ 2y+dlogm+1e. The details will be given in the full paper.

The following lemma gives an invariant about the departure times.

Lemma 2. For any time 1 ≤ t ≤ γm, we have βt > γt.

Proof. We first consider the case where 1 ≤ t ≤ m. We prove the lemma by a
stronger claim that (1) if item t is packed in an empty bin by A, then βt = dt,
otherwise, γt = dt; and (2) βt > γt. We prove the claim by an induction on t. The
claim holds for t = 1 because d1 = β1 = L and γ1 = 0. Assume the claim holds
for some t < k ≤ m. At time k, item k arrives. Since dk = (βk−1 + γk−1)/2 and
βk−1 > γk−1, we have γk−1 < dk < βk−1. If item k is packed in an empty bin,
then βk = min{dk, βk−1} = dk and γk = γk−1. Otherwise, γk = max{dk, γk−1} =
dk and βk = βk−1. For both cases, we have βk > γk, thus, the claim holds.

For any m < t ≤ γm, there is no item released at time t. Therefore, we have
βt = βm > γm = γt. Combining with the above claim, the lemma follows. ut

Using the invariant of Lemma 2 and a similar argument as Theorem 1, we
have the following theorem.

Theorem 2. Any on-line algorithm for UFBP with known duration is at least
(1 + 1/α− ε)-competitive for any ε > 0 and α = mini{wi}.
Proof. Notice that with known duration, we can have an off-line algorithm using
the same number of bins as the one given in the proof of Theorem 1. As a result,
we only need to consider the number of bins used by any on-line algorithm.
By Lemma 2, we can see that at time γm + 1 each of the y occupied bins has
exactly one item of width 1/y. By Lemma 1, the on-line algorithm uses at least
y + max{0, (m − y)/y − y(a − 1)/α} bins. Following the same argument as in
Theorem 1, we can prove that every on-line algorithm for UFBP with known
duration has competitive ratio at least 1+1/α−ε for any ε > 0 and α = mini{wi}.

ut

Lower bound for WS To prove the lower bound for WS, we modify the
adversary for UFBP such that a bin is considered as a channel and an item
of width 1/w becomes an item of window w. Then, we have an adversary for
the on-line WS. Based on the modified adversary, we can derive the following
theorem.

Theorem 3. Any on-line algorithms for WS is at least (1+1/α−ε)-competitive
for any ε > 0 and α = mini{wi}. This holds for both known and unknown
duration cases.
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Fig. 1. The schedule corresponding to this broadcast tree is 〈a b a c a b a d〉.

4 Upper bound results

In this section, we give an on-line algorithm W for the WS problem and analyze
its performance. We focus on the unknown duration case, the result carries for
the known duration case. Roughly speaking, the on-line algorithm W rounds
each item window w down to w′ which is a power of two (e.g., we round the
window of 7 down to 4) and then schedule the item according to w′. Note that
if any item is broadcasted at least once in every interval of w′, it is broadcasted
at least once in every interval of w. As a result, we can first focus on scheduling
items with windows that are powers of two.

4.1 Broadcast trees - representation of schedules

Similar to the work by Bar-Noy et al. [4], we represent a broadcast schedule
on m channels by a forest of m binary trees. The schedule on each channel is
represented by a binary tree in which all nodes have exactly zero or two children.
We call this binary tree a broadcast tree. Given any broadcast tree, the schedule
is to alternately broadcast an item from the left and right subtrees; items from
each subtree T is selected alternately from the left and right subtrees of T in
a recursive manner. For example, in Figure 1, the broadcast tree represents a
schedule that alternates between the item a and the items on the right subtree;
when selecting the right subtree, we alternate between the item b and items
on the right subtree recursively. The corresponding schedule is 〈a b a c a b a d〉.
Notice that a leaf at depth d represents an item scheduled with window w = 2d.

To ease the discussion of the on-line algorithm W, we give some definitions
on broadcast trees. We say that a leaf is open if there is no item assigned to
the leaf, otherwise, it is closed. An open leaf is represented by an unfilled circle
and closed by filled circle. We label a leaf at depth d by 2d. See Figure 2 (a) for
an example. The load of a broadcast tree is defined to be the sum of reciprocal
of the labels of all closed leaves in the tree. A lace binary tree of height h is a
binary tree in which for each depth from 1 to h − 1, there is a single leaf and
for depth h, there are two leaves. Note that there are more than one different
lace binary tree of height h > 2. The tree in Figure 2 (c) is a lace binary tree of
height 3.
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Fig. 2. Appropriate rearrangement is necessary after departure of items. (a) Broadcast
tree for the sequence {8a, 8b, 8c, 8d, 2}. (b) Items 8b and 8c depart; a new item 4 cannot
be included into the tree. (c) The item 4 can be included if the tree is restructured.

4.2 The on-line algorithm W
The on-line algorithm by Bar-Noy et al. expands an existing broadcast tree or
opens a new broadcast tree when items arrive. Our on-line algorithm W handles
newly arrived items similarly. Yet when items depart, we have to rearrange a
broadcast tree wisely to make sure that new items can still be inserted to a
broadcast tree as long as the tree is not very full. We illustrate the need for
proper rearrangement in the following example. Suppose there are 4 items of
window 8 and 1 item of window 2 arriving and the broadcast tree is as shown in
Figure 2 (a). Later the second and third items of window 8 depart and another
item of window 4 arrives. Figure 2 (b) shows the broadcast tree after the items
depart if we do not rearrange the tree properly; we cannot include the item of
window 4 into the tree. Yet if we rearrange the tree as in Figure 2 (c), we are
able to include the new item into the tree.

Now, we describe the on-line algorithm W. The on-line algorithm W at-
tempts to maintain an invariant on the structure of the broadcast trees: for
every broadcast tree, there is at most one open leaf at each depth. To keep this
invariant, the on-line algorithmW modifies the structure according to the arrival
and departure of items as follows.

Arrival: When an item with window w arrives, round it down to the nearest
power of 2, say w′ = 2v. If there is an open leaf at depth v in some broadcast
tree, schedule the item to that leaf. Otherwise, let u < v be the maximum
value such that there is an open leaf at depth u in some broadcast tree. If
no such u exists, open a new tree with one open leaf (in this case u = 0).
Let ` be the leaf selected. Append a lace subtree of height v − u with all
leaves open to the tree to replace ` and then schedule the new item to one
of the open leaves at depth v in the resulting tree. See Figure 3 (a)-(d) for
examples.

Departure: When an item at depth v of a broadcast tree is going to depart in
the next 2v time, the corresponding leaf ` will become open. If there is no
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Fig. 3. (a)-(d) Evolution of the broadcast tree for the sequence {4, 8a, 8b, 8c}. Note
that the lace binary trees inserted are chosen for better drawing effect only. (e)-(g)
Evolution of the broadcast tree when the item 4 departs.

other open leaf at depth v of the tree, no restructuring is needed. Otherwise,
there is exactly one other open leaf f . Let `′ be the node, a closed leaf or
an internal node, that shares the same parent p with ` in the tree. Detach
the subtree rooted at `′ and replace f by this subtree. Remove ` and make p
an open leaf. Then we repeat the restructuring similarly at depth v − 1 and
upper depth, if necessary, by considering p as the new open leaf. See Figure 3
(e)-(f) for an example.

Remarks: When we transit from the old to the new broadcast schedule, the
interval between the broadcast of an item that has been moved is altered. To
make sure that the interval is still smaller than or equal to its window size,
we will broadcast the item once more at the original time slot (which becomes
an empty slot in the new schedule), if necessary. This can be proved that the
remedy guarantees the broadcast interval to be at most the window size of the
moved item, and the transition lasts for at most 2v time units. The details will
be given in the full paper.

4.3 Analysis of the on-line algorithm W

In this section, we analyze the performance of the on-line algorithm W. Roughly
speaking, we show that when the on-line algorithm W opens a new broadcast
tree for an item, the load in each existing broadcast tree is reasonably close to 1.
Since the optimal off-line algorithm can schedule in each channel items with
load at most 1, we can show that the number of channels used by the on-line



algorithm W is at most a constant times that is used by the optimal off-line
algorithm. The first step is to show in Lemmas 3 and 4 that a broadcast tree is
reasonably full whenever we cannot schedule a new item in the tree.

Lemma 3. For every broadcast tree, there is at most one open leaf at each depth
at any time.

Proof. The proof is by induction on time. Initially, there is only one open leaf
at depth zero (the root of the first broadcast tree). When a new item arrives, we
either close an open leaf or replace an open leaf ` with a lace tree. Note that `
is chosen in a way that its depth is the largest among all candidate open leaves.
That means there is no open leaf on each depth corresponding to the added lace
tree. Furthermore, the lace tree only contains one single leaf in each depth except
the bottommost one in which one of the two open leaves is assigned to the new
item. As a result, adding a new item to a broadcast tree keeps the invariant.

When an item departs, a closed leaf becomes open. If there is no other open
leaf at the same depth, the number of open leave is then one. If there is another
open leaf at the same depth, the broadcast tree will be restructured so that the
two open leaves are attached to the same parent. The two open leaves will be
removed and then the number of open leaves will become zero. However, the
parent of the two open leaves is made open, thus increase the number of open
leaves at that depth. The restructuring procedure is repeated, if necessary, and
thus keeping at most one open leaf at other depth. ut
Lemma 4. If a new item with window 2v cannot be scheduled in a broadcast
tree T , the load of T is at least 1− 1/2v.

Proof. By the definition of the on-line algorithm W, there is no open leaf at
depth v′ ≤ v. By Lemma 3, there is at most one open leaf at depth greater than
v. Notice that a broadcast tree with all leaves closed has a load of 1. Therefore,
the total load of T is at least 1−∑

u>v 1/2u ≥ 1− 1/2v. ut
Based on the above two lemmas, we can derive the competitive ratio of the

on-line algorithm W as follows.

Theorem 4. The on-line algorithm W is 2+2/(α∗−1)-competitive when α∗ ≥
2, where α∗ is the largest power of 2 smaller than or equal to mini{wi}. This
holds for both known and unknown duration cases.

Proof. Suppose the on-line algorithm W opens a new broadcast tree for a new
item with window w and w′ = 2v is the corresponding round down window.
For any broadcast tree T in the forest, by Lemma 4, the total load of T is at
least 1 − 1/2v. Thus, the total load of the corresponding channel is at least
(1− 1/2v)/2 = 1/2− 1/2v+1 (because of the round down to nearest power of 2).

Let m be the number of channels used by the on-line algorithm W. Then the
total load of items, and hence the number of channels used by the optimal off-line
algorithm is at least (m−1)(1/2−1/2v+1). Therefore, by taking an appropriate
additive constant, the competitive ratio is at most 1/(1/2−1/2v+1) = 2+2/(2v−
1) ≥ 2 + 2/(α∗ − 1). Thus, the theorem follows. ut



Theorem 5. The on-line algorithm W is 5-competitive when mini{wi} = 1.
This holds for both known and unknown duration cases.

Proof. At any instance, suppose the on-line algorithm W uses n channels for
items with window 1 and m channels for items with other window values. Then
the optimal off-line algorithm must use at least n channels at this instance.
Furthermore, consider the moment when the on-line algorithm W opens the
m-th channels for item with window w > 1, using a similar argument as in
Theorem 4, the optimal off-line algorithm needs at least (m − 1)/4 channels
(set α∗ = 2 in the formula in Theorem 4). In other words, the optimal off-line
algorithm uses at least max{n, (m−1)/4} channels while the on-line algorithmW
uses m + n channels. The worst case ratio is obtained when n = (m − 1)/4; by
taking appropriate additive constant, the competitive ratio is at most 5 and the
theorem follows. ut

5 Conclusion

In this paper we study on-line windows scheduling of temporary items. We have
given a 5-competitive on-line algorithm and showed that there is a lower bound
of 2 − ε for any ε > 0 on the competitive ratio of any on-line algorithm. An
immediate open question is whether we can close the gap. Another interesting
problem is to schedule as many items as possible when the number of channels
is fixed; this involves admission control.
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