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ABSTRACT
In this paper we offer an account of reasoning with legal cases in
terms of argumentation schemes. These schemes, and undercutting
attacks associated with them, are expressed as defeasible rules of
inference that will lend themselves to formalisation within the AS-
PIC+ framework. We begin by modelling the style of reasoning
with cases developed by Aleven and Ashley in the CATO project,
which describes cases using factors, and then extend the account to
accommodate the dimensions used in Rissland and Ashley’s earlier
HYPO project. Some additional scope for argumentation is then
identified and formalised.

1. INTRODUCTION
Legal case-based reasoning (LCBR) has long been a topic of in-

terest in AI and Law, which has evolved a variety of approaches.
One important stream began with HYPO [2], and subsequently de-
veloped into CATO [1] and IBP [8] in one stream, and CABARET
[18] and BankXX [17] in another. More theoretically-oriented re-
search appears in [16], [4], and [6]. In these approaches, a current
undecided case is decided by comparing and contrasting features
in the current case against precedent cases in a case-base that have
similar features. The decision in the “best” precedent case is then
taken as the decision into the current case following the legal rea-
soning principle ofstare decisis.

In [20], a number of novel legal case-based argumentation schemes
designed to reflect reasoning with factors as in Aleven and Ashley’s
CATO [1] were described, where the focus is to determine how and
in what way a precedent case does (or does not) argue in support of
a determination in the current case. However, the presentation was
semi-formal and not set in an analytic framework which supports
reasoning. In this paper, we reanalyse and refine the argumentation
schemes of [20] in a form which lends itself to being formally de-
fined in ASPIC+, which will be part of our future work. Moreover,
we extend our analysis in novel ways to consider additional aspects
about reasoning with factors and dimensions as in HYPO.

The paper advances the state-of-the-art in several respects: le-
gal case-based reasoning with factors is clarified and defeasible le-
gal case-based reasoning is represented in argumentation schemes,
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where the arguments are well-developed and justified instantiations
of schemes that approximate a formal argumentation framework.
Furthermore, the schemes are grounded in a knowledge base, and
so identifies the information required to carry out the reasoning. Fi-
nally, the analysis provides a uniform representation language into
which various alternative proposals for LCBR can be cast, com-
pared, integrated, and reasoned with, which will facilitate future
exploration to integrate approaches such as [6].

We first set out elements of the formal framework for argumenta-
tion that serve as our target representation. In section 3, we discuss
case-based reasoning as in CATO. We introduce our running exam-
ple and the elements of the language we need for the argumentation
schemes before presenting CATO style argumentation schemes in
the formal framework. In section 4, the analysis is extended to rea-
soning about dimensions, the relationship between facts and fac-
tors, and factor incompatibility. Section 5 discusses additional as-
pects of the proposal.

2. THE FORMAL SETTING
We first briefly summarise the formal frameworks used in this

paper which serve as our target representations. Anabstract argu-
ment framework, as introduced by Dung, [11] is a pairAF = 〈A,
defeat〉, whereA is a set of arguments anddefeata binary relation
onA. A subsetB of A is said to beconflict-freeif no argument in
B defeats an argument inB and it is said to beadmissibleif it is
both conflict-free and also defends itself against any attack, i.e., if
an argumentA1 is in B and some argumentA2 in A but not inB
defeatsA1, then some argument inB defeatsA2. A preferred ex-
tensionis then a maximal (with respect to set inclusion) admissible
set. Dung defines several other types of extensions but they are not
used in our model.

Dung’s arguments are entirely abstract, with no features other
than the defeat relation. In order to enable some content to be given
to the arguments, a refinement of Dung’s abstract approach, which
provides some structure for arguments, was developed in the AS-
PIC framework, most fully as ASPIC+ in [14]. This framework as-
sumes an unspecified logical language and knowledge base, which
may include facts, strict rules, and defeasible rules; it defines argu-
ments as inference trees formed by applying inference rules (which
may be either strict or defeasible) to a knowledge base. An argu-
ment is thus an inference tree with a root node, which is theclaimof
the argument, and leaves, which are thepremisesof the argument.
Leaf nodes are facts in the knowledge base; as premises, they are
eitherassumptions, which are unjustified and are defeated if chal-
lenged, oraxioms, which cannot be questioned. An argument Ai

can have the claims of arguments An, . . . , Am as premises. The
arguments An, . . . , Am are referred to as subarguments of Ai. For-
mulae, literals and arguments are all in an asymmetriccontrariness



relation; where elements are in symmetric contrariness relations,
they arecontradictory. The contrary of a literalp is p, and the
contrary of a formulaφ is φ. A naming convention is assumed for
the rules of arguments such thatArg indicates the contrary (inap-
plicability) of the rule ofArg. To satisfy consistency postulates, it
should not possible for arguments that have claims that are contrary
are in the same extension. Following [14], a strict argument, such
as that labeled (A1), with premises P1, P2, and claim C1 is:

P1, P2

C1
(A1)

while a defeasible argument (A2) is:

P1, P2

C1
(A2)

and a defeasible argument (A3) with claim C1 and a defeasible
subargument (A4) with claim P1 is:

P3, P4

P1,
(A4)

P2

C1
(A3)

The notion of an argument as an inference tree leads to three
ways of attacking an argument:

• attacking an inference (undercut): an argumentB undercuts
an argumentA if the claim ofB is A.

• attacking a conclusion (rebuttal): an argumentB rebuts an
argumentA if the claim ofA is φ and the claim ofB is φ.

• attacking a premise (undermining): an argumentB under-
mines an argumentA if p is a premise ofA and the claim of
B is p.

All three attacks apply to defeasible rules, but only undermining
can be used against strict rules, since they are universally applica-
ble and guarantee their conclusions whenever their premises hold.
To resolve underminings and rebuttals, a preference relation≺ on
arguments (to be specified as input) is used, which leads to three
corresponding kinds of defeat: undercutting, rebutting and under-
mining defeat. Note that ASPIC+ distinguishes attack from defeat,
so that attacks can be unsuccessful. Essentially,A successfully re-
buts (undermines)B if A rebuts (undermines)B andA 6≺ B. Then
A defeatsB if A undercutsB or successfully rebuts or successfully
underminesB.

3. CATO ARGUMENTATION SCHEMES
In this section, we provide argumentation schemes for CATO

style case-based reasoning in a form which lends itself to being
formally defined in ASPIC+, which will be part of our future work.
We give a brief overview of CBR as in CATO in section 3.1, intro-
duce our running example in section 3.2, present elements of the
language in section 3.3, formalise the argumentation schemes in
3.4, and report the results with respect to our example in 3.5.

3.1 Case-based Reasoning as in CATO
CATO [1], which we focus on in this section, analyses cases in

terms offactors, where a factor is a stereotypical pattern of facts
which predispose the decision in favour of one party or the other in
the case; for trade secret law, the domain CATO is designed for, the
factors concern trade secret misappropriation and are derived from
Restatement of Torts First, Sec. 757and theUniform Trade Secret
Act (see [2, 1]). As different precedents have different distributions

of factors, finding and reasoning about precedents with respect to
a current case requires one to examine the combinations of and
counter-balancing between factors in the cases. In addition to the
factors themselves, there is afactor hierarchyin which anabstract
factor has factors as children, which are reasonsfor andagainst
the presence of the abstract factor. Reasoning with the abstract
factors and the factors of a case, differences between the cases can
sometimes be reconciled. The argumentation schemes discussed in
this paper make such reasoning patterns explicit and formal.

A case comparison method for LCBR was introduced in [4],
where cases are analysed in terms ofpartitions of case factors.
Various distributions of factors amongst the partitions can be used
to support or undermine the plaintiff’s argument that the current
case should be decided in the plaintiff’s favour. [20] provided
some informally expressedargumentation schemesfor this parti-
tion method, where the schemes aredefeasible reasoning patterns
and the partitions are sets of CATO factors and the factor hierarchy
is used. This paper formalises, articulates, and extends this line of
research on LCBR.

3.2 Running Example
To clarify the discussion, we provide a running example using

Mason v Jack Daniels Distillery(indicated withMason) and M.
Bryce and Associates v Gladstone(indicated withBryce) as anal-
ysed in CATO, based on the factors and factor hierarchy in [1]. We
give the factors for each case with an indication of the side:

• Mason

– F1 Disclosure-In-Negotiations (d)

– F6 Security-Measures (p)

– F15 Unique-Product (p)

– F16 Info-Reverse-Engineerable (d)

– F21 Knew-Info-Confidential (p)

• Bryce

– F1 Disclosure-In-Negotiations (d)

– F4 Agreed-Not-To-Disclose (p)

– F6 Security-Measures (p)

– F18 Identical-Products (p)

– F21 Knew-Info-Confidential (p)

We illustrate the formalism with this example.

3.3 Elements of a Language
We begin by defining the terms which we shall use to talk about

our cases and which will be used in our underlying Knowledge
Base (KB). We will not talk about cases directly, but cases as anal-
ysed for use by the CATO system, which is the system which pro-
vides the paradigm on which our argumentation will be based. For
CATO, a case has a name, a set of factors in favour of the plaintiff,
a set of factors in favour of the defendant, and an outcome, which
is one of plaintiff, defendant, or ?, which indicates as yet undecided
cases. Accordingly we describe cases with the following three bi-
nary relations:

• pFactors(case,setOfFactors).

• dFactors(case,setOfFactors).

• outcome(case, party).

With respect to our running example, we have:



• pFactors(Mason, {F6, F15, F21})

• dFactors(Mason, {F1, F16})

• pFactors(Bryce, {F4, F6, F18, F21})

• dFactors(Bryce, {F1})

The outcomes, whereMason is the current (curr) case which is
undecided andBryce is the precedent (prec) which is decided for
the plaintiff, are:

• outcome(Mason, ?)

• outcome(Bryce, plaintiff)

Additionally a feature of CATO is that factors are organised into
a factor hierarchy, with factors being the children of more abstract
factors. Thus for every factor we have one or more relations of the
form:

• parentFactor(factor,abstractFactor).

While CATO has some intermediate layers in the factor hierarchy,
we omit some of them for our current purposes as well as the label
of these higher level factors. The abstract factors are also associated
with a side:F102 (p), F105 (d), F115 (p).

• parentFactor(F1, F102)

• parentFactor(F4, F102)

• parentFactor(F4, F115)

• parentFactor(F6, F102)

• parentFactor(F15, F105)

• parentFactor(F16, F105)

• parentFactor(F21, F115)

Cases are compared with one another in terms of their factors.
This gives rise to a further six relations. The first case in the com-
parison will be assumed to be our current case,curr, the second
some decided case,prec.1

• commonPfactors(curr, prec, setOfFactors),
where pfactors(curr,P1) and pFactors(prec,P2) and setofFac-
tors =P1 ∩ P2.

• commonDfactors(curr, prec, setOfFactors),
where dfactors(curr,D1) and dFactors(prec,D2) and setofFac-
tors =D1 ∩D2.

• currPfactors(curr, prec, setOfFactors),
where pfactors(curr,P1) and pFactors(prec,P2) and setofFac-
tors =P1 \ (P1 ∩ P2).

• currDfactors(curr, prec, setOfFactors),
where dfactors(curr,D1) and dFactors(prec,D2) and setofFac-
tors =D1 \ (D1 ∩D2).

• precPfactors(curr, prec, setOfFactors),
where pfactors(curr,P1) and pFactors(prec,P2) and setofFac-
tors =P2 \ (P1 ∩ P2).

• precDfactors(curr, prec, setOfFactors),
where dfactors(curr,D1) and dFactors(prec,D2) and setofFac-
tors =D2 \ (D1 ∩D2).

1We intend these definitions to be taken as strict axioms.

With respect to our running example, we have:

• commonPfactors(Mason, Bryce, {F6, F21})

• commonDfactors(Mason, Bryce, {F1})

• currPfactors(Mason, Bryce, {F15})

• currDfactors(Mason, Bryce, {F16})

• precPfactors(Mason, Bryce, {F4, F18})

• precDfactors(Mason, Bryce, {})

These relations are the building blocks for our arguments. The
first two are the basis for a comparison and represent what is com-
mon between the two cases. The remaining four represent differ-
ences, and their effect will depend on the outcome of the previous
case and the side for which we are arguing. Suppose we are ar-
guing for the plaintiff: then we can only use precedents with the
outcome plaintiff. For such cases,currPfactorsandprecDfactors
will strengthen the plaintiff’s position, since they represent, respec-
tively, plaintiff reasons incurr not available in theprec and de-
fendant reasons in theprec which are not available incurr. On
the other handcurrDfactors and precPfactorsweaken the plain-
tiff’s position in curr. Similarly, if arguing for the defendant in
thecurr, currDfactorsandprecPfactorsstrengthen the position and
currPfactorsandprecDfactorsweaken it. The precise nature of the
strengthening and weakening will be made clear when we consider
the argument schemes based on these different partitions.

Next we need to express that one set of factors,factorSet1, is
preferred over another,factorSet2.

• preferred(factorSet1,factorSet2).

In our analysis, the preference is the claim of a defeasible argu-
mentation schemeCS2, which only appears later. We cannot, then,
straigthforwardly provide the preference in our running example
until section 3.4.

Finally, we need another relation between factors. If factors for
a given party share the same parent, then both factors get their
force from the fact that the same abstract factor is present in the
case. This means that it may be possible to substitute one for an-
other. Similarly if they favour different parties, they may cancel
each other out so as to remove the abstract factor from the case.
Therefore we have two additional predicates:

• substitutes(factor1, factor2)

• cancels(factor1, factor2)

We define substitution and cancellation of factors which would ben-
efit the plaintiff as follows, where substitutions applybetweencases
and cancellations applywithin cases. Substitutions and cancel-
lations for the defendant would be similar, though switching the
predicates (and factor sets):

• substitutes(factor1, factor2), where currDfactors (curr, prec,
Dc) and factor1∈ Dc and dFactors(prec,Dp) and factor2
∈ Dp and parentFactor( factor1, abstract1 ) and parentFac-
tor(factor2, abstract1).

• substitutes(factor1, factor2), where precPfactors (curr, prec,
Pp) and factor1∈ Pp and pFactors (curr,Pc) and factor2
in Pc and parentFactor (factor1, abstract1) and parentFactor
(factor2, abstract1).



• cancels(factor2, factor1), where currDfactors (curr, prec,Dc)
and factor1∈ Dc and pFactors (curr,Pc) and factor2∈ Pc

and parentFactor (factor1, abstract1) and parentFactor (fac-
tor2, abstract1).

• cancels(factor2, factor1), where precPfactors (curr, prec,Pp)
and factor1∈ Pp and dFactors (precCase,Dp) and factor2
∈ Dp and parentFactor (factor1, abstract1) and parentFactor
(factor2, abstract1).

In our running example, we have:

• substitutes(F4, F6)since precPfactors(Mason, Bryce, {F4,
F18}) and F4∈ {F4, F18} and pFactors(Mason, {F6, F15,
F21}) and F6∈ {F6, F15, F21} and parentFactor(F4, F102)
and parentFactor(F6, F102).

• cancels(F15, F16)since currPfactors (Mason, Bryce, {F15})
and F15∈ {F15} and dFactors(Mason, {F1, F16}) and F16
∈ {F1, F16} and parentFactor(F15, F105) and parentFac-
tor(F16, F105).

Intuitively, we want to argue that: we should decideMasonon
the basis ofBryce sinceMasonand Bryce share several factors
(both for plaintiff and defendant); sinceBrycewas decided for the
plaintiff so too shouldMasonbe decided; and, any differences be-
tween them can be argued away by substitution and cancellation.

3.4 CATO style Argument Schemes
In this section, we present the argument schemes built from this

language. We will always suppose that we wish to argue thecurr
for the plaintiff.2 Arguments for the defendant are similar, except
that the strengthening and weakening factor partitions are reversed
as discussed above. The argument is that thecurr should be decided
for the plaintiff because the common P factors were preferred to the
common D factors in theprec.3

CS1 Given curr and prec:

commonPfactors(curr, prec, P) ,
commonDfactors(curr, prec, D) , preferred(P, D)

outcome(curr, plaintiff)

InstantiatingCS1, where ourcurr is Masonand ourprec is Bryce,
we have the following argument, indicated withMason(Bryce)A1:

Mason(Bryce)A1

commonPfactors(Mason, Bryce, {F6, F21}) ,
commonDfactors(Mason, Bryce, {F1}) ,

preferred({F6,F21}, {F1})

outcome(Mason, plaintiff)

We will assume at this point that the information about cases in
our KB is correct, or at least beyond dispute; this is relaxed in sec-
tion 4.2. In ASPIC+ terms this makes themaxiomsand so the first

2To comply with ASPIC+, the informal conditions given in the
schemes ought to be explicit premises of the schemes. Though we
continue to use informal conditions in this paper, we will fully com-
ply with ASPIC+ formalism in future work. Furthermore, strictly
speaking, schemes should explicitly express the rules they use. For
clarity, we leave them implicit.
3Note thatCS1 uses only a subset of the factors from the prec:
this is becauseCS2 also encapsulates the rule broadening move
as discussed in [18], which is necessary to adapt theprecso as to
match thecurr.

two premises cannot be questioned. The third, however, needs to
be established, and this will be done usingCS2, which we will de-
scribe after considering undercutters toCS1. There may also be
rebuttals, using a variety of argument schemes. We need also to
recognise that even if such a preference has been established in the
prec, it may not be applicable to thecurr, because the defendant
has arguments in thecurr that were not available in theprec. We
therefore have the undercutting attack for arguments usingCS1.

U1.1 LetA be an argument instantiatingCS1 given curr and prec,
where currDfactors(curr, prec, D):

currDfactors(curr, prec, D) , d∈ D

A

InstantiatingU1.1 with MasonandBryce, we have an undercutter
argument:

Mason(Bryce)A2

currDfactors(Mason, Bryce, {F16}) , F16∈ {F16}

Mason(Bryce)A1

While this presents a challenge to the plaintiff, the argument for
the plaintiff can be defended if the distinctions between the cases
can bedownplayed. The undercutting move ofU1.1 is one way of
distinguishing the two cases, and in CATO the abstract factor hi-
erarchy allows us to downplay distinctions. This downplaying can
be done in two ways,substitutionor cancellation, corresponding to
the two different kinds of extra strength thecurr may have.

U1.1.1 Let A be an argument instantiating U1.1 given curr and
prec where currDfactors(curr, prec, Dc) and dFactors(prec, Dp)
and factor1∈ Dc and factor2∈ Dp:

substitutes(factor1, factor2)

A

U1.1.2: Let A be an argument instantiating U1.1 given curr and
prec where currDfactors(curr, prec, Dc) and pFactors(curr, Pc)
and factor1∈ Dc and factor2∈ Pc:

cancels(factor2, factor1)

A

The idea here is that as the undercutting factor in thecurr has the
same parent as a factor inprec, we can substitute for the undercut-
ting factor, where the point is that the abstract factor can be seen to
have been applied also in theprec; alternatively, the undercutting
factor in thecurr is cancelled out by some other factor incurr, so
that the abstract factor does not apply. InstantiatingU1.1.2with
our running example and given that we previously determined that
cancels(F15, F16), we can form the following argument:

Mason(Bryce)A3

cancels(F15, F16)

Mason(Bryce)A2

To establish the preference between two sets of factors that is re-
quired to justify the third premise ofCS1, we haveCS2.

CS2 Given curr and prec:

commonPfactors(curr, prec, P) ,
commonDfactors(curr, prec, D) ,

outcome(prec, plaintiff)

preferred(P, D)



InstantiatingCS2, we have an argument for the preference, as men-
tioned above:

Mason(Bryce)A4

commonPfactors(Mason, Bryce, {F6, F21}) ,
commonDfactors(Mason, Bryce, {F16}) ,

outcome(Bryce, plaintiff)

preferred({F6,F21}, {F1})

All of the premises ofCS2are taken from our database, or straight-
forward set operations on such data and so represent ASPIC+ ax-
ioms which cannot be questioned. It is, however, possible to both
rebut and to undercut the argument. We assume that set-theoretic
notations and axioms are part of the logical language.

R2.1 Where preferred(P,D) is the claim of an argument instanti-
ating CS2, given curr from CS2, and given prec2, a precedent with
outcome for the defendant:

commonPfactors(curr, prec2, P1) , P⊆ P1 ,
commonDfactors(curr, prec2, D1) , D⊆ D1 ,

outcome(prec2, defendant)

preferred(P,D)

Attacks made usingR2.1 offer counter examples in which the same
comparison was available in a case decided for the defendant, sug-
gesting that the preference is opposite, providing a rebuttal. We do
not consider such rebuttals in this paper although they will be open
to objections similar to those made against arguments using CS2.

U2.1 LetA be an argument instantiatingCS2 with curr and prec:

precPfactors(curr, prec, P) , p∈ P

A

InstantiatingU2.1with MasonandBryce, we have two arguments,
one for each factor in precPfactors:

Mason(Bryce)A5

precPfactors(Mason, Bryce, {F4, F18}) , F4∈ {F4, F18}

Mason(Bryce)A4

Mason(Bryce)A5′

precPfactors(Mason, Bryce, {F4, F18}) , F18∈ {F4, F18}

Mason(Bryce)A4

U2.1, however, undercuts the argument by suggesting that it may
have been the additional plaintiff factors available in the prec that
tipped the balance, and so distinguishing thecurr and theprec.
Like U1.1, U2.1 can be undercut if we can downplay the distinc-
tion.

U2.1.1 Let A be an argument instantiating U2.1, and given curr
and prec, where precPfactors(curr, prec, Pp) and pFactors(curr,
Pc) and factor1∈ Pp and factor2∈ Pc:

substitutes(factor1, factor2)

A

U2.1.2: Let A be an argument instantiating U2.1, and given curr
and prec, where precPfactors (curr, prec, Pp) and dFactors(prec,
Dp) and factor1∈ Pp and factor2∈ Dp:

cancels(factor1, factor2)

A

Given that inMasonandBryce, substitutes(F4,F6), we instantiate
U2.1.1, which undercutsU2.1:

Mason(Bryce)A6

substitutes(F4, F6)

Mason(Bryce)A5

At this point we have: the main argument for the plaintiff based
on a particularprec, comprising an application of a preference and
an argument for the preference; undercutters of these two subargu-
ments; and undercutters of some of these undercutting arguments.
We may still, however, have some strengths of thecurr unused, and
so we can add some supplementary arguments. The schemes are in-
tended to ensure that the factors have not been used to substitute or
cancel an earlier argument.4

CS3 Given curr and prec and commonPfactors (curr, prec, P) and
commonDfactors (curr, prec, D) and currPfactors (curr, prec, P2)
and dFactors (curr, D2) and pFactors (prec, P3):

preferred(P, D),∃p [p ∈ P2 | ((¬ ∃ d∈ D2,
cancels(d,p)), (¬ ∃ p3∈ P3, substitutes (p,p3)))]

outcome (curr,plaintiff)

CS4 Given curr and prec and commonPfactors (curr, prec, P) and
commonDfactors (curr, prec, D) and precDfactors (curr, prec, D2)
and pFactors (prec, P2) and dFactors (curr, D3):

preferred(P, D),∃d [d ∈ D2 | ((¬ ∃ p∈ P2,
cancels(p,d)), (¬ ∃ d3∈ D3, substitutes(d,d3)))]

outcome(curr,plaintiff)

These arguments make use of the factors not used to substitute or
cancel factors cited to undercut the arguments for the plaintiff based
on theprec. ThusCS3 points to additional plaintiff factors in the
curr, that were not used to cancel or substitute for factors otherwise
used.CS4 does the same thing in terms of factors that made the
defendant’s case stronger in theprec. Note that both require the
preferred(P, D)as a premise, and so must useCS2 to establish
this.

3.5 Running Example Result
We have the following defeat relations between arguments, which

are represented in Figure 1, where we indicate thatMason (Bryce)
A4 is a subargument ofMason (Bryce) A2:

• attack(Mason(Bryce)A2, Mason(Bryce)A1)

• attack(Mason(Bryce)A3, Mason(Bryce)A2)

• attack(Mason(Bryce)A5, Mason(Bryce)A4)

• attack(Mason(Bryce)A5′, Mason(Bryce)A4)

• attack(Mason(Bryce)A6, Mason(Bryce)A5)

Following [11] and the assumption in ASPIC+ that an attack on a
subargument is an attack on the argument, the preferred extension is
{ Mason(Bryce)A6, Mason(Bryce)A5′, Mason(Bryce)A3}. This
4There are some issues relating to unification and set construction
that will be addressed in the future work. These issues also apply
to several later schemes.
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Figure 1: Mason(Bryce) Argument Graph

means that we cannot useBryce as a precedent to argue for the
plaintiff in Masonsince while they have common factors,Bryce
was decided in favour of the plaintiff, and the preference for the
decision holds, we have not succeeded in eliminating all significant
distinctions; in particular, we have not found a substitution for F18.
Were we to have found such a substitution, then we would have an
attack onMason(Bryce)A5′, in which case, the extension would
be {Mason(Bryce)A6, Mason(Bryce)A4, Mason(Bryce)A3, Ma-
son(Bryce)A1} and Brycewould have been a good precedent for
Masonas informally discussed previously.

Though this might appear to be a negative result, a positive re-
sult rests on finding an argument againstMason(Bryce)A5′, which
would require that we substitute or cancel F18 based on compara-
ble factors in the factor hierarchy. Indeed, it is arguable thatF18
Identical-Productsholds in both cases, but was too obvious to be
explicitly mentioned inMason. Alternatively, F18 may be seen
as providing too weak a factor to distinguish the cases. Moreover,
Mason (Bryce) A6may rest on resolving the relative strength of F4
and F6, if that becomes an issue. In all three instances, we would
need to argue about factors themselves, which is the subject of the
next section.

4. FURTHER ARGUMENT SCHEMES FOR
REASONING ABOUT FACTORS AND DI-
MENSIONS

In section 3, we took as given that it is clear what factors of a
case hold; in addition, the only way to moderate the effects of fac-
tors was with reference to the factor hierarchy and arguments of
cancellation or substitution. However, there are additional consid-
erations in reasoning about factors: as argued in [5], what factors
hold of a case or which side favoured by a particular fact may be
the whole point. In this section, we outline these considerations and
present them in our ASPIC+ style analysis. In section 4.1, we out-
line the difference between factors and dimensions, as well as the
role dimensions play in legal reasoning. In section 4.1, we review
some of the main motivations to focus attention on reasoning about
factors. Argumentation schemes for reasoning about what factors
hold in a case relative to the facts of a case are introduced in sec-
tion 4.2. Further schemes for reasoning about exclusory relations
between factors are discussed in section 4.3. Finally, section 4.4
presents schemes for reasoning about factors along dimensions.

4.1 Dimensions in Legal Case Based Reason-
ing

Dimensions, rather than discrete factors, were used in Rissland
and Ashley’s HYPO [2], the system from which CATO was devel-
oped. Since factors as in CATO predominate in the literature [7,
16, 6], some background discussion on and justification for dimen-
sions is warranted. Dimensions have anextentand values along
the extent. In contrast to factors, which are either simply present
or absent, a dimension, if present, may favour the plaintiff or de-
fendantto a particular degree. Dimensions encompass a range of
values, with the extreme pro-plaintiff value at one end and the ex-

treme pro-defendant value at the other. Thus, at some unspecified
point along the range the dimension will cease to favour the plain-
tiff and start to favour the defendant. Dimensions and factors are,
however, related.

In one relationship, while a dimension may be continuous, fac-
tors are intervals along the dimension and ordered with respect to
one another; in other words as in [6], factors can be taken as the
valuespositioned along a dimension. For example, one dimen-
sion in HYPO isSecrets-Voluntarily-Disclosed, and ranges from
0 to 10,000,000 disclosees, 0 being the pro-plaintiff direction. In
CATO, this dimension is expressed as factors that are ranked in
strength. There is a pro-defendant factorSecrets-Disclosed- Out-
siders, which is present if any disclosure at all had been made,
effectively stating that the dimension favours the defendant rather
than the plaintiff if a single person is disclosed to, and after that no
further force is given to the defendant if there are a million disclo-
sures. In this respect it is a relatively weak factor for the defendant.
In addition, there is aDisclosure-In-Public-Forumfactor, which
is intended to cover extensive non-specific disclosure. This is a
stronger factor for the defendant. If the latter, stronger, factor ap-
plies, then the former does not. Thus, we must reason not only with
respect to the factors that hold of a case, but as well as with therel-
ative strengthof the factors one to the other. A number of HYPO
dimensions are Boolean and counted as present only for one end
of the range (e.g.Common-Employee-Sole-Developer), and these
map straightforwardly to a single CATO factor.

Alternatively, HYPO dimensions and CATO factors are not re-
lated by a strength ordering relative to some measurable parame-
ter. Most interesting is the HYPO dimensionSecurity-Measures-
Adoptedwhich has a range (from pro-defendant to pro-plaintiff):

• Minimal measures, Access to premises controlled, Restric-
tions on Entry by Visitors, Restrictions on Entry by Employ-
ees, Product Marked Confidential, Employee Trade Secrets
Program Exists, Restrictions on hardcopy release, Employee
non-disclosure agreements.

In CATO, this translates into several factors without reference to
relative strength or position along some continuous parameter:No-
Security-Measures, Security- Measures, Outsider-Disclosures- Re-
stricted, andAgreed-Not-To-Disclose. The increasing support for
the plaintiff’s cause is indicated by additional factors, in effect, a
cumulative reading, rather than by an ordering of the factors ac-
cording to strength, and which associates them with a point along
a HYPO dimension.

Although factors dominated thinking about this style of reason-
ing in AI and Law for some time (e.g. [7, 16, 6]), the need for
dimensions was argued for in [5]. Chief amongst the reasons was
that the key issue of the case may be about where along the di-
mension a factor falls and, having situated it, whether the factor
favours the plaintiff or defendant. The classicPierson v Postis
an example: the dispute turns on when pursuit can be counted as
justifying possession, for which different degrees of progress to-
wards bodily possession need to be recognised.5 Contrast this with
the representation based on factors in, for example [7], where the
case is assigned the factorcaught, and Post is then left without an
argument.

We can further illustrate the issues usingPierson v Postas basis

5In brief the facts were these. Post was chasing a fox with horse
and hounds and had cornered it when Pierson intervened and killed
it with a fence pole. Post sued Pierson for taking his fox. On ap-
peal, Pierson won on the grounds that only by mortally wounding
or seizing the animal can one acquire possession of it, not simply
by pursuing it.



for further reasoning about the factors and schemes that apply in
cases. We will take Post as the plaintiff, as in the original action.
In [7], the only factors present arenotCaughtandOpenLand, both
of which are pro-defendant. Thus any case found for the defendant
where the incident had taken place on open land and the plaintiff
had not caught the animal would serve as a precedent; the plain-
tiff had nothing on which to base the plaintiff’s case, all additional
factors in the chosen precedent strengthening the defendant’s case.
In fact the argument put forward for the plaintiff was that Post was
sufficiently close to, and sufficiently certain of, taking bodily pos-
session of the fox that it should becounted ascaught.

Essentially this is an argument against the presence of a factor
favouring the defendant, and an argument in favour of the presence
of a factor favouring the plaintiff. What this means in ASPIC+
terms is that the factors attributed to the case are not regarded as
axioms, but require justification. What form might this justification
take?

In Pierson v Post, the defendant’s argument was in terms of par-
ticular authorities.6 Tompkins, arguing for the defendant, cites Jus-
tinian, Fleca, and Bracton, all of whom seem to say that actual
bodily possession is required, and Puttendorf and Barbeyrac, who
seem to allow some latitude, but still require mortal wounding. Liv-
ingston, arguing for the plaintiff, claims that certain capture would
also be enough for Barbeyrac, but also says that it should be so
found in this case for the teleological purpose of encouraging the
destruction of vermin. Neither of these lines of argument are case
based or reasoning on the basis of the relationship of facts and fac-
tors per se, but make use of generic argumentation schemes such
as Argument from Authorityand Sufficient Condition Scheme for
Practical Reasoningfound in works such as [19].

4.2 Reasoning with Facts about Factors
There is, however, one argument scheme for case based reason-

ing from facts to factors which can be articulated. Suppose an un-
decided case concerning capturing a wild animal is being argued
where the plaintiff claims that the animalwas caught on the basis
of hot pursuit and inevitable capture. Moreover, we takePierson
v Postas aprecedent. Yet, though the argument was put forward
in the precedent that it was as if the plaintiff caught the animal,
this was not sustained, but rather the precedent establishes that the
factor not-Caughtapplies to the benefit of the defendant. To ar-
gue thus, even if unsuccessfully, requires that cases are not only
represented in terms of summarising factors (e.g.not-Caught) but
also to the underlyingfactswhich, in effect, support the factor (e.g.
hot pursuitandinevitable capture). In addition, it indicates that we
must reason aboutschemesfor relationships between case facts and
factors; that is, inPierson v Post, it is argued thathot pursuitand
inevitable capturedo not implycaught, whereas in our hypothetical
case, it is argued that they do.

In HYPO there are some procedures which determine whether
a dimension applies in terms of facts stored about the case, in ef-
fect, providing schemes to reason about the factor category in the
case. These schemes are not provided with any justification and
no source is given, but are simply hard-coded into the dimension
frames. We could therefore expect to have schemes relating factors
to facts. To our previous notation, we add a binary relationhasFact
between a case and a fact:

• hasFact(case,fact); e.g. hasFact(piersonVPost, hotPursuit)

We also introduce a four-place rule relation:

• ruleName(fact, factor, justifier, justification type),
6For a detailed reconstruction of the arguments in this case see [12].

where fact is afact, a justifier is some (or none)judicial au-
thority or case decision, and the justification type is from
authority, definition, or contention.

We have a sample of five interpretation rules, like those used by
lawyers to ascribe factors to cases, which are discussed further be-
low.

• fRule1(no-BodilyPossession, not-Caught, Justinian, author-
ity)

• fRule2(mortallyWounded, caught, Puttendorf, authority)

• fRule3(noPursuit, not-Caught, none, definition)

• fRule4(hotPursuit, not-Caught, none, contention)

• fRule5(hotPursuit, caught, none, contention)

In ASPIC+, there are axioms that cannot be challenged and as-
sumptions that can be challenged.fRule3 is an axiom, true simply
in virtue of the standard English meaning of the words. Other rules,
however, need justification. In [15] three types of justification were
suggested: authority, legal practice and precedent cases. Of the
abovefRule1 andfRule2 are justified by authorities, Justinian and
Puttendorf respectively; if we accept Justinian (Puttendorf) as an
authority we acceptfRule1 (fRule2). RulesfRule4 andfRule5 are
not justified by authority or legal practice. At the time ofPierson,
there were no precedent cases to provide justification, and the dis-
pute was whetherfRule4 or fRule5 should hold. Following the
decision ofPierson v Post, we assume thatfRule4 holds, though
Livingston argued forfRule5. This, however, remains an inter-
pretation of the analyst: all talk of factors, and the attribution of
factors to cases is with the analyst, not the judge. AsfRule4 is an
assumption, it can, therefore, be challenged.7

The analyst would therefore need to record this interpretation in
the knowledge base based on a family of argumentation schemes:

CS5 Given ruleName(fact, factor, justifier, justification type), prec
with pFactors(prec,Pp) and dFactors(prec,Dp), and curr with
pFactors(curr,Pc) and dFactors(curr,Dc):

hasFact(curr, fact), factor∈ Pp

factor∈ Pc

hasFact(curr, fact), factor∈Dp

factor∈ Dc

Reasoning about facts, factor sets, and factors requires this addi-
tional level of representation, which is reflected in differences be-
tween HYPO and CATO.8 HYPO stores case facts and calculates
the applicability of dimensions on the basis of these. HYPO deter-
ministically assigns dimensions of the basis of facts and does not
support argument about them. CATO does not store case facts, and
provides a descriptive rather than a computational characterisation
of factors, relying on an analyst to assign them to cases; it does
not support either argument or justification. We need make no fur-
ther assumptions here about what knowledge is contained, but there
may be a list of possible facts along particular dimensions as in, e.g.
7This is similar to the implicit nature of some discussions of values
in legal cases [6].
8A reviewer notes that there are logical issues about the reification
of propositions as “facts”, “factors”, and set constructs, for which
we can presume standard AI solutions.



[5] and [6], or, perhaps, some more complicated ontology repre-
senting the domain. For arguments from authority and teleological
arguments for the presence of a factor, we rely on the standard ar-
gument schemes. As noted above, there are some similarities with
the validity rules of [15], but whereas there the validity in question
was a legal rule, here it is the qualification of facts as factors used
in rules, which are used by the analyst and are not themselves legal
rules. Note that these arguments for and against the presence of fac-
tors conflict through rebuttal, and so preferences, among sources,
purposes, precedents, or a combination of these, may be required
to determine which argument is accepted, in the light of a specific
audience [6].

4.3 Reasoning about Factor Incompatibility
In section 3.4, we provided rules for arguing about substituting

or cancelling factors in relation to the factor hierarchy. In this sec-
tion, we discuss other ways to reason about factors. In CATO, an
alternative treatment of factors has that some pairs of factors are in-
compatible, so that the presence of one factor in a case provides an
argument against the presence of another factor in that case. This is
obvious in the case of clearly dichotomous factors such ascaught
andnotCaught, but it is much more widespread than this in CATO.
In CATO each factor has a textual explanation of when it does and
does not apply. Often the latter includes circumstances where some
other factor does apply. In [1] we have:

F20 InfoKnownToCompetitors (d)

Description: Plaintiff’s information was known to com-
petitors.

This factor shows that plaintiff’s information was known
in the industry or available from sources outside plain-
tiff’s business.

The factor applies if: The information plaintiff claims
as its trade secret is general knowledge in the industry
or trade.

The factor does not apply if: Competitor’s knowl-
edge of plaintiff’s information results solely from dis-
closures made by plaintiff. (In this situation, F10 ap-
plies.) Or if the information could be compiled from
publicly available sources, but there was no evidence
that competitors had actually done so. (In this situa-
tion, F24 applies.)

F10 is Secrets-Disclosed-Outsidersand F24 is Info- Obtainable-
Elsewhere. Thus F10, and F24 are incompatible with F20, and with
one another.

To express the relationship of exclusion, we need an additional
predicate:

• excludes(factor1,factor2)

Note thatexcludesis a symmetric relation, so thatexcludes(factor1,
factor2) if and only if excludes(factor2, factor1). Now if one side
argues that F24 is present, but the other believes that F20 more ap-
propriately describes the facts, it is important to ensure that both
are not taken as present. This gives rise to an additional family of
argumentation schemes:

CS6 Given curr with pfactors(curr,P) and dfactors(curr, D):

p2∈ P, excludes(p2,p)

p /∈ P

p2∈ P, excludes(p2,d)

d /∈ P

d2∈ D, excludes(d2,p)

p /∈ P

d2∈ D, excludes(d2,d)

d /∈ P

There are other argumentation schemes which can be used to
establish that a factor is or is not in a case, such as those based
on authority or purpose. Also note that if there is an argument
based onCS6 for factor1 excludingfactor2, there will also be a
rebutting argument based onCS6 for factor2 excluding factor1.
Which will be accepted will depend on which is supported by the
stronger arguments.

In section 4.1, we recognised that factors may favour their party
to different extents. In light of this, we need to reconsider our no-
tions of cancellation and substitution. Arguments based on sub-
stitution and cancellation were used to undercut arguments distin-
guishing cases. Given that undercutters always win, these are pow-
erful arguments. But suppose the factors in question were F20 and
F24, as defined above. It is clear from the description that F20 is
intended to be more pro-defendant than F24, for F20 represents an
actual rather than a merely possible state of affairs. Thus if we have
F24 in acurr and F20 in aprec, there is no problem in substitution:
when considering the two under the common abstract factor the
plaintiff’s case is stronger, because the factor for the defendant is
weaker in thecurr. But if plaintiff attempts to argue that F24 in a
precsubstitutes for F20 in acurr, undercutting an instance ofU1.1,
the issue is less clear. The defendant can at least argue that F24 is
not strong enough to be substituted for F20.

This has been handled in different ways in different applications:
CATO indicated different degrees of influence by distinguishing
thin andfat links in the factor hierarchy. IBP [8], which developed
from CATO, introduced the idea of knock-out factors, which could
be neither substituted for nor cancelled - indeed were entirely de-
cisive with regards to a particular issue. The most quantitative ap-
proach can be found in [10], in which a limited number of dimen-
sions, essentially corresponding to IBP issues, were each consid-
ered to have twenty slots, ten pro-plaintiff and ten pro-defendant,
and every factor was assigned one of these slots. This enabled the
difference in importance as well as the ordering to be considered.
The positions were then mapped into weights in several ways, so
that differences in the relative importance of the dimensions could
also be considered. These issues require us to reason with dimen-
sions, which is the topic of the next section.

4.4 Reasoning along Dimensions
Turning to dimensions, we want to introduce arguments about

substitutionandcancellation. As substitution and cancellation were
defined using strict rules and always held of factors sharing the
same abstract factor, we cannot rebut or undercut them.9 While
we might recast the original rules as defeasible, we prefer to leave
the language established originally untouched as far as possible, in-
stead proposing undercutters of argumentsU1.1.1,U1.1.2,U2.1.1
andU2.1.2.

9We refer to therulesin section 3.3, not theargumentsin U1.1.1-2,
or U2.1.1-2.



First we introduce some additional language to relate to dimen-
sions. We have a predicatehasDimensionwhich takes three argu-
ments: the dimension name, the factor, and a number between ten
and minus ten representing the position of that factor on the dimen-
sion (see [10]). 0 indicates that the point is in the centre of the
dimension, and so could be used to indicate the absence of any fac-
tor on the dimension, while ten is the extreme pro-plaintiff point,
and minus ten is the extreme pro-defendant point.

• hasDimension( dimension, factor, position ),
e.g. dimension( outsideDisclosure, F20, -6 ) and
dimension( outsideDisclosure, F24, -4 )

Using thehasDimensionpredicate we now introduce the notion
of one factor being stronger than another. For cancellation, we are
interested in comparing the pro-plaintiff degree of a factor with the
pro-defendant degree of another factor. Therefore we will be inter-
ested in theabsolutevalue of the positions along the dimension.

• stronger( factor1, factor2, degree ),
where dimension( d, factor1, pos1 ), dimension( d, factor2,
pos2 ), degree = |pos1| - |pos2|, and degree > 0.

Now we can undercut arguments made usingU1.1.1, U1.1.2,
U2.1.1 andU2.1.2.

U7 Let A be an argument instantiatingU1.1.1 or U2.1.1 with
claim that factor can be substituted for factor2, or an argument
instantiatingU1.1.2 or U2.1.2 claiming that factor cancels fac-
tor2:

stronger(factor2,factor,degree)

A

This, however, means that any amount of additional strength,
however small, is sufficient to prevent substitution and cancellation:
that is, onlya fortiori arguments will succeed. This rather conser-
vative point of view maybe what we want, but we may equally wish
to allow the possibility of a small difference being discounted. We
therefore need a notion of a significant difference. We design the
predicate to allow that this may vary according to the dimension
under consideration.

• significantDifference(dimension, threshold)

This allows for an undercutter to arguments made usingU7.

U7.1 LetA be an argument instantiatingU7, with premise stronger(
factor2, factor, degree ) and dimension( factor, dim, pos1 ) and
dimension( factor2, dim, pos2 ), and significantDifference( dim,
threshold):

degree < threshold

A

Where do the thresholds come from? In most cases they will
need to be simply assumed or be determined by some feel for le-
gal practice or even rely on personal preference [13]. For example,
we can try to rescueBryceas a precedent forMasonby setting the
threshold above the degree of F18, so undercuttingA5′. Disagree-
ment here is quite natural. It would be possible to use a case based
argument to set bounds on the threshold, provided one could find
a pair of precedent cases in which, using the argument schemes
defined here, it was possible to show that a substitution for, or can-
cellation of, a stronger factor had been made successfully. This is
quite a complex argument, and we will not attempt to reduce it to an
argumentation scheme here, but rather take the threshold as given.

5. DISCUSSION
By articulating the process of reasoning with precedent cases in

this way, we can see it as a sequence of stages in a dialogue between
Plaintiff and Defendant, which are as follows, where every option
is available:

1. P: Assert that the decision should be in favour of the plaintiff
since factors favouring the plaintiff are preferred to factors
favouring the defendant;

(a) D: Cite additional points in favour of the defendant

(b) P: Substitute for, dismiss, or cancel these additional
strengths

(c) D: Dispute strength of substituting or cancelling factors

2. P: Identify a precedent case which justifies a preference ap-
plicable to the current case;

(a) D: Cite additional points in favouring the plaintiff in
the precedent

(b) P: Substitute for, dismiss, or cancel these additional
strengths

(c) D: Dispute strength of substituting or cancelling factors

(d) D: Identify a precedent case which justifies a prefer-
ence for the defendant applicable to the current case

i. P: Cite additional points in favouring the defen-
dant in the precedent:

ii. D: Substitute for, dismiss, or cancel these addi-
tional strengths

iii. P: Dispute strength of substituting or cancelling
factors

3. D: Dispute which factors are present in the current case

(a) P: Defend original factors

Different systems will support more or fewer of these stages. At
one extreme we have a neural network style system such as that de-
scribed in [3] in which the system acts as a black box taking factors
(or facts) as an input and expressing a preference based on its inter-
nalisation of the set of precedents. Such a system supports only step
1. CATO, from which our discussion began, supports the identifi-
cation of the preference in 2, the distinguishing moves in 1a and 2a
(although it does not discriminate between them), and the counter
example move of 2d. CATO also supports the downplaying of 1b
and 2b, but does not distinguish between substitution and cancella-
tion. HYPO links facts and dimensions, and so can explain 3, but
not support argument about it. Hypothetical arguments in HYPO
were intended to explore the issues raised in 1c, 2c, and 2d(iii), but
this aspect of HYPO was never fully developed in [2]. These con-
siderations are also used internally in the most advanced version of
Chorley’s AGATHA [9], although the resulting arguments are not
transparent to the user.

Our analysis identifies the knowledge base required by each stage.
Given such a KB, the specification of the argumentation schemes
in this paper, suitably fully formalised in ASPIC+, would permit
straightforward implementation, using a defeasible reasoner to in-
stantiate the schemes from the KB, identifying the attack relations,
and then evaluating them as in a Dungian argumentation frame-
work.

Another benefit which will result from representing these argu-
ments in terms of ASPIC+ will be that we can regard cases de-
scribed under factors as but one source of arguments. At the top



level, stage 1, there may be arguments for the defendant rebutting
our case based argument for the plaintiff and these arguments may
be based on cases, authority, purpose, or whatever other kind of ar-
gument our opponent wishes to advance. Similarly, the premises of
our arguments often require other, generic, argument schemes, such
as authority and purpose, to justify them. By providing a frame-
work in which all kinds of argument can be represented equally,
we can readily provide a framework in which reasoning of many
different kinds can be deployed. Note that this is done without re-
casting the various distinctive case based aspects of CATO style
arguments uniformly as ordinary rules, as was the case in e.g. [16].

A final important insight is gained by recognising that the above
indicates at which points choice is possible, and at which points
the judgement is constrained. Let us relate this to the steps above.
At step 1 we may get arguments, constructed with a variety of
schemes, for and against deciding for the plaintiff, which conflict
through rebuttal and so can be decided through preferences. The
attack of 1a, however, cannot be rejected on the grounds of prefer-
ence, but can only be defeated by 1b, which in turn can only be de-
feated by an argument from 1c. Arguments in stage 1c itself, how-
ever, may be resolved on grounds of preference. Similarly although
the rebuttals arising at 2d may be decided by preferences, 2a can
only be defended by 2b, and 2b by 2c, at which stage preferences
may be used to resolve competing arguments. When considering
2d, only at 2d(iii) do preferences play a role. Thus although we
may think of case based reasoning as involving a choice between
the plaintiff and the defendant arguments, in fact, choice operates
at a number of quite specific, fine-grained points in the debate.

6. CONCLUSION
In this paper, we have clarified a range of aspects of legal case-

based reasoning with factors using semi-formal defeasible argu-
ments. In future work, we look to fully formalise these schemes
in ASPIC+, extend this approach, integrate further aspects and ex-
amples of legal case based reasoning such as the issues of IBP and
values of [6]. In particular, we will consider how to argue compar-
atively about precedents to find the most on-point cases using the
claim lattice of HYPO and CATO, which we would reconstruct as
a tree of arguments in attack relations.
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