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Abstract

We present a dialogue system that allows agents to exchaggehants in
order to come to an agreement on how to act. When selectingnengts to assert,
an agent uses a model of what is important to the recipienttagée system lets
the agents agree to an action that each finds acceptablepésindt necessarily
demand that they resolve their differing preferences. Vésqmt an analysis of
the behaviour of our system and develop a mechanism withhadricagent can
develop a model of another’s preferences.

1 Introduction

Agents engaged in a deliberation dialogue share the aimatthran agreement about
how to act in order to achieve a particular goal [19]. Deldigrg agents are co-
operative in that they each aim for agreement; howeveryiddally they may each
wish to influence the outcome in their own favour. We assuraeafents do not mis-
lead one another and will come to an agreement whereverlpessiowever, each
agent aims to satisfy its own preferences.

We build on an existing system for deliberation that prosidedialogue strategy
which allows agents to come to an agreement about how toesjte the fact that they
may have different preferences and thus may each be agffeetifferent reasons [6];
this system couples a dialectical setting with formal mdthfor argument evaluation
and allows strategic manoeuvring in order to influence ttaodue outcome. The
analysis of the simple strategy defined in [6] provides a @aiion upon which we
build here in order to investigate a more sophisticatedegigathat takes into account
theproponent'qthat is, the agent who asserts the argument) perceptitve adcipient
(the agent who receives the argument).

We present a novel deliberation strategy, which allows @p@nent to use its per-
ception of the recipient to guide its dialogue behavioud are perform a detailed

*This paper is the same as [7] but with proofs included.



analysis of the behaviour of our system. Such an analysisigat as it allows one
to determine which applications our system is suitableifman also guide the devel-
opment of new deliberation strategies with properties doanot hold for the strategy
presented here.

The type of investigation presented here is commonly ngsisom comparable di-
alogue systems (in part because historically such work t@ssted on defining rules
to constrain dialogue interaction, rather than on stratefir manoeuvring within the
constraints); our analysis gives us a better understarafifgw the strategy design
affects dialogue outcome, which is crucial if we are to dgplmlogue systems effec-
tively.

We also present a mechanism that enables agents to modsieured information
about others. When presenting proposals to others, a kesidsyation is how the
proposal appears to the recipient; if an option presented dot meet the preferences
of other dialogue participants, then it will be rejected. jvesent a mechanism with
which an agent can develop a model of what is important toremagent and show
how it can be used to help agents make proposals that are ikelsetb be agreeable.

Our paper is structured thus: in Sect. 2 we present the regsorechanism (reca-
pitulated from [6]) through which agents can construct avallete arguments about
action; in Sect. 3 we define the dialogue system, which isteddpom that presented
in [6] in order to allow a proponent to take into account itsdalof the recipient when
selecting an utterance to make; a detailed analysis of thavileur of the dialogue
system is given in Sect. 4 and Sect. 5 presents our mechaaismoidelling another
agent; we consider related work in Sect. 6; Sect. 7 conclindegaper.

2 Practical arguments

Our account is based upon a popular approach to argumeraatedsation, whereby
argumentation schemes and critical questions are useesasmptive justification for
generating arguments and attacks between them [18]. Angisnaee generated by an
agent instantiating scheme for practical reasonimghich makes explicit the following
elements: the initial circumstances where action is regljithe action to be taken;
the new circumstances that arise through acting; the gobaétachieved; the social
value promoted by realising the goal in this way. The schesnassociated with a
set of characteristic critical questions (CQs) that candssuo identify challenges to
proposals for action that instantiate the scheme. An uni@lde answer to a CQ will
identify a potential flaw in the argument. Since the schem&enaise of what are
termed as ‘values’, this caters for arguments based on cigereferences as well
as more objective facts. Such values represent qualitedioial interests that an agent
wishes (or does not wish) to uphold by realising the goakst§3].

To enable the practical argument scheme and critical quresséipproach to be pre-
cisely formalised for use in automated systems, in [2] it @wafined in terms of an
Action-based Alternating Transition System (AATS) [20hieh is a structure for mod-
elling game-like multi-agent systems where the agents egiopn actions in order to
attempt to control the system in some way. Hence, we use gutaiitm of the for-
malisms (first presented in [5]) to definevalue-based Transition SystgMATS) as



follows.

Definition 1: A value-based transition systenfVATS) for an agentr, denoteds?, is
(Q%, %, Ac®, Av™, p* 7%, T % §7) S.t.:

Q" is afinite set obtates

q§ € Q" is the designatethitial state

Ac” is a finite set ofctions

Av® is afinite set ofralues

p* . Ac® — 297 is anaction precondition functigrwhich for each actiom € Ac®
defines the set of statp&a) from whicha may be executed;

T QF x Ac® — Q% is a partial system transition functigrwhich defines the state
7% (g, a) that would result by the performance®from stateg—n.b. as this function is
partial, not all actions are possible in all states (cf. thegondition function above);
®7 is a finite set oAtomic propositions

7 . Q% — 2% is aninterpretation functionwhich gives the set of primitive propo-
sitions satisfied in each state: jf € 7%(¢), then this means that the propositional
variablep is satisfied (equivalently, true) in stageand

07 1 QF x Q x Av* — {+,—,=} is avaluation functionwhich defines thetatus
(promoted ¢), demoted), or neutral ()) of a valuev € Av® ascribed by the agent
to the transition between two state®’(q, ¢, v) labels the transition betweenand ¢’
with respect to the value € Av*.

Note,Q* = 0 < Ac® = ) <> Av® =) + % = ().

An agent has its own individual VATS; any two agents’ VAT Se aot necessarily
the same. Given its VATS, an agent can now instantiate thetipeh reasoning ar-
gument scheme in order to construct arguments for (or agyansons to achieve a
particular goal because they promote (or demote) a paatisalue.

Definition 2: An argument constructed by an agent from its VATSS? is a 4-tuple
A= {(a,p,v,8) Sl qu = ¢, a € AC”; T%(qu,a) = @y p € T(qy); v € AV7;
0% (¢x, gy, v) = s Wheres € {4+, —}. We define the functionsct(A) = a; Goal(A) =
p; Val(A) = v; Sign(A) = s. If Sign(A4) = +(—resp.), then we sayl is a positive
(negativeresp.) argumenfor (againstresp.) actiona. We denote thaet of all
arguments an agentr can construct from S* as Args®; we let Args; = {A €
Args® | Goal(A) = p}. The set ofvaluesfor a set of arguments’ is defined as
Vals(X) = {v | A € X andVal(A) = v}.

If we take a particular argument for an action, it is posstblegenerate attacks
on that argument by posing the various CQs related to thdipahceasoning argu-
ment scheme. In [2], details are given of how the reasonitig the argument scheme
and posing CQs is split into three stagesoblem formulationwhere the agents de-
cide on the facts and values relevant to the particulartsitu@ander consideration for
constructing and, if necessary, aligning their VAT 8pjstemic reasoningvhere the
agents determine the current situation with respect totthietsire formed at the previ-
ous stage; andction selectionwhere the agents develop, and evaluate, arguments and
counter arguments about what to do. Here, we assume thagd¢imesaproblem formu-
lation and epistemic reasoning are sound and that any @iggitveen them relating to
these stages has been resolved; hence, we do not conside@hthat arise in these
stages. That leaves CQ5-CQ11 for consideration (as numhie[2]):



CQ5: Are there alternative ways of realising the same consempsh

CQG6: Are there alternative ways of realising the same goal?

CQY7: Are there alternative ways of promoting the same value?

CQ8: Does the action have a side effect that demotes the value?

CQ9: Does the action have a side effect that demotes anothex¥alu

CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action that wprddhote some
other value?

We do not consider CQ5 or CQ11 further, as the focus here igreeao an ac-
tion that achieves thgoal, hence, incidental consequences (CQ5) and other potgntial
precluded actions (CQ11) are of no interest. We focus idsteaCQ6-CQ10; agents
participating in a deliberation dialogue use these CQseatifly attacks on proposed
arguments for action. These CQs generate a set of argumenésd against dif-
ferent actions to achieve a particular goal, where eachnaegtiis associated with a
motivating value. To evaluate the status of these argunvemisse a Value Based Ar-
gumentation Framework (VAF), an extension of the arguntemtdrameworks (AF)
of Dung [10] (introduced in [3]). In an AF an argument is adsifide with respect to
a set of arguments S if all of its attackers are attacked byesangument in S, and no
argument in S attacks an argumentin S. In a VAF an argumenesds in defeating
an argument it attacks if its value is ranked higher than #iaesof the argument at-
tacked; a particular ordering of the values is charactérsearaudience Arguments
in a VAF are admissible with respect to an audience A and afsggaments S if they
are admissible with respect to S in the AF which results fremaving all the attacks
which are unsuccessful given the audience A. A maximal aslblesset of a VAF is
known as greferred extensian

Although VAFs are often considered abstractly, here we givenstantiation in
which we define the attack relation between the argumentsdi@on 1 of the follow-
ing attack relation allows for CQ8 and CQ9; condition 2 akdier CQ10; condition 3
allows for CQ6 and CQ7. Note that attacks generated by donditare not symmet-
rical, whilst those generated by conditions 2 and 3 are.

Definition 3: Aninstantiated value-based argumentation framework(iVAF ) is de-
fined by atupld X, A) s.t. X' is afinite set of arguments andl C X x X’ is theattack
relation. A pair (A;, A;) € Ais referred to as ‘A; attacksA;” or * A; is attacked
by A;”. For two arguments4; = (a,p,v,s), 4; = {(a’,p',v',s") € X, (4;,4;) € A
iff p = p’ and either: ()a = o/, s = —ands’ = +;0r (2) a = o/, v # v and
s=s =+;0r(3)a #a ands = s’ = +.

An audiencefor an agent: over the valued’ is a binary relationR* C V x V that
defines aotal orderover IV where exactly one dfv,v’), (v',v) is a member oR”*
for any distinctv, v’ € V. If (v,v’) € R* we say thab is preferred to v/, denoted
v =, v'. We say that an argumedt; is preferred to the argument; in the audience
R*, denotedd; -, A;, iff Val(4;) >, Val(4;). If R* is an audience over the values
V for the iVAF(X, A), thenVals(X) C V.

We use the term ‘audience’ to be consistent with the liteeatNote, however,
audience does not refer to the preference sketof agents; rather, it represents a
particular agent’s preferences.



Given an iVAF and a particular agent’s audience, we can deter acceptability
of an argument as follows. Note that if an attack is symmethien an attack only
succeeds in defeat if the attackemi®re preferredhan the argument being attacked,;
however, as in [3], if an attack is asymmetric, then an attagceeds in defeat if the
attacker isat least as preferreds the argument being attacked.

Definition 4: Let’R* be an audience and I€f¢, A) be an iVAF,

For (A;, Aj) € Ast.(A;,A;) ¢ A, A, defeatsA; underR” if A; ¥, A;.

For (A;, A;) € Ast.(A;,4;) € A, A, defeatsA; underR” if A; -, A;.

An argument4; € & is acceptable w.r.tS underR® (S C X) if: for everyA; € X
that defeatsd; underR®, there is somel,, € S that defeatsd; underRk®.

A subsetS of X is conflict-free underR® if no argument4; € S defeats another
argumentd; € S underR?®.

A subsetS of X' is admissibleunderR® if: S is conflict-free inR* and everyA € S
is acceptable w.r.6 underr®.

A subsetS of X is a preferred extensionunderR® if it is a maximal admissible set
underR?*.

An argumentd is acceptablein the iVAF (X', A) under audienc&?” if there issome
preferred extension containing it.

We can define avinning valuefor an iVAF and a particular agent’'s audience: a
value is a winning value for an agent if there is an argumextfghomotes that value and
is acceptable under the agent’s audience. Note that themginalue is not necessarily
the most preferred, rather the one that motivates some eatdef argumerfor an
action.

Definition 5: LetR* be an audience angt, A) be an iVAF. The value is awinning
value in (X, A) underR” iff 3A € X s.t. A is acceptable in(X,.A) underR?,
Sign(A) = + andVal(4) = v.

Itis clear (from the definition of an iVAF) that if all the argwents that appear in
an iVAF relate to the same goal, then there is at most one ninwalue for a given
audience.

Proposition 1: Let R* be an audience and IgtY, .4) be an iVAF. IfVA, A" € X,
Goal(A) = Goal(A’) andv andv’ are both winning values iGY, A) underR®, then
v="1'
Proof: Assume1is awinning valueinx’, A) underR®, therefore3Al = (al,p,vl,+) €
X s.t. Al is acceptable i X, A) underR®. Assume?2 is a winning value i X, A)
underR®, thereforedA2 = (a2,p,v2,+) € X s.t. A2 is acceptable ifX’, A) under
R*. Assume thatl # v2 are distinct. From Def 3.A1 and A2 attack one another.
As Al is acceptable, it must be the case thdatis at least as preferred as2. As A2
is acceptable, it must be the case thatis at least as preferred asl. Exactly one of
(v1,v2), (v2,v1) must be iMk® (Def. 3) — contradictiond

We have defined a mechanism with which an agent can deterttaukabetween
arguments for and against actions; it can then use an ogdevir the values that mo-
tivate such arguments (its audience) in order to deternhieie &cceptability. Next, we
define our dialogue system, which significantly enhancastitesented in [6] in order
to allow a proponent to take into account its perception efrétipient’s audience.



Move | Format
open (x,open, )
assert | (x,assert, A)
agree | (x,agree,a)
close | {(z,close,~y)

Table 1: Format for moves used in deliberation dialogues:a goalia is an action;A
is an argument; is an agent identifier.

3 Dialogue system

The communicative acts in a dialogue are calisoves We assume that there are
always exactly two agentpérticipant9 taking part in a dialogue, each with its own
identifier taken from the séf = { Ag1, Ag2}. Each participant takes it in turn to make
a move to the other. We refer to participants using the viatabandz such thatx is
lifandonlyifz is2; zis2if and only if T is 1.

A move in our system is of the forfqdgent, Act, Content). Agent is the identi-
fier of the agent generating the mov&;t is the type of move, and th€ontent gives
the details of the move. The format for moves used in deliiralialogues is shown
in Table 1, and the set of all moves meeting the format define€hble 1 is denoted
M. Note,Sender : M — T is a function such th&ender({Agent, Act, Content)) =
Agent.

We now informally explain the different types of move: @@enmove(z, open, -y)
opens a dialogue to agree on an action to achieve theygaahsserimove(x, assert, A)
asserts an argumedtfor or against an action to achieve a goal that is the topibef t
dialogue; aragreemove(z, agree, a) indicates that: agrees to performing actianto
achieve the topic; elosemove(z, close, v) indicates that: wishes to end the dialogue.

A dialogue is simply a sequence of moves, each of which isxedéy the time-
point when the move was made. Exactly one move is made at imaepdint.

Definition 6: A dialogue, denotedD?, is a sequence of movps,, ..., m;] involving
two participants inZ = {Ag1, Ag2}, wheret € N and the following conditions hold:
(1) m, is a move of the formx, open,~) wherex € Z; (2) Sender(m,) € T for
1 < s <t;(3) Sender(ms) # Sender(msy1) for 1 < s < t. Thetopic of the dialogue
Dt is returned byTopic(D*) = ~. The set of all dialogues is denotéd

The first move of a dialogu®® must always be an open move (condition 1 of
the previous definition), every move of the dialogue must lz@lenby a participant
(condition 2), and the agents take it in turns to send a moovrdition 3). In order
to terminate a dialogue, either: two close moves must appeaimmediately after
the other in the sequencertatched-close or two moves agreeing to the same action
must appear one immediately after the other in the sequaneg(eed-closg
Definition 7: Let D! be a dialogue s.tTopic(D?) = ~. We say that either m, (1 <
s < t) is amatched-close forD? iff ms_; = (z,close,v) andm; = (T, close,);
elsem; (1 < s < t) is anagreed-close forD? iff ms_; = (x,agree,a) andm, =
(T, agree, a). We sayD! has afailed outcomeiff m, is a matched-close, whereas we



say D! has asuccessful outcomef a iff m; = (z, agree, a) is an agreed-close.

So a matched-close or an agreed-close will terminate agiial®® but only if D?
has not already terminated.

Definition 8: Let D* be a dialogue.D? terminates at ¢ iff m, is a matched-close or
an agreed-close fob? and—3s s.t. s < t, D! extendsD? (i.e. the firsts moves ofD?
are the same as the sequere®) and D terminates as.

We shortly give the particular protocol and strategy fumrcsi that allow agents
to generate deliberation dialogues. First, we introdugaessubsidiary definitions.
At any point in a dialogue, an agemtcan construct an iVAF from the union of the
arguments it can construct from its VATS and the argumentisthve been asserted by
the other agent; we call thiss dialogue iVAF
Definition 9: A dialogue iVAF for an agentr participating in a dialogueD? is denoted
dVAF(z, D). If D is the sequence of movesm, ..., m;], thendVAF(x, D) is the
IVAF (X, A) whereX' = ArgsT,icpry U{A | Imy = (T, assert, A)(1 <k <t)}.

An action isagreeablgo an agent if and only if there is some argumetfar that
action that is acceptable iris dialogue iVAF under the audience that represargs
preference over values. Note that the set of actions thagreeable to an agent may
change over the course of the dialogue.

Definition 10: An actiona is agreeablein the iVAF (X, A) under the audienc®&”
iff 34 = (a,v,v,+) € X s.t. Ais acceptable ifX’, A) underR*. We denote the
set of all actions that are agreeable to an agent participating in a dialogue D! as
AgActs(z, D), s.t.a € AgActs(z, D?) iff a is agreeable irdVAF(z, D) underr?®.

A protocol is a function that returns the set of moves thatpeenissible for an
agent to make at each pointin a particular type of dialogwzekve give a protocol for
deliberation. It takes the dialogue that the agents arécpizting in and the identifier
of the agent whose turn it is and returns the set of permessilaves.

Definition 11: Thedeliberation protocol for agentz is a functionProtocol, : D +—
©(M). Let D* be a dialogue < t) s.t. Sender(m;) = T and Topic(D?) = ~.

Protocol, (D') = P2*(D%) U P2¢(D") U {(z, close, )}
where the following are sets of moves arid: 7:

Pas(DY) = {(x,assert, A) | Goal(A) =~
and
—Imy = (@', assert, A)(1 <t' <t)
P2(DY) = {(x,agree,a) | either
(1)my = (T, agree, a)
else
(2)(3my = (T, assert, (a,v,v,+))(1 <t <t))
and
(if Imy = (x, agree, a)
then 34, my» = (x,assert, A)
" <t" <)}



The protocol states that it is permissible to assert an aegaifior or against an
action to achieve the topic of the dialogue as long as thairaegt has not previously
been asserted in the dialogue. An agent can agree to an #tiéibhas been agreed
to by the other agent in the preceding move (condition Pg#); otherwise an agent
x can agree to an action that has been proposed by the othaigzart (condition
2 of P28) as long as ifr has previously agreed to that action, thehas since then
asserted some new argument. This is because we want to hediitdation where an
agent keeps repeatedly agreeing to an action that the ajket will not agree to: if
an agent makes a move agreeing to an action and the otherdagsntot wish to also
agree to that action, then the first agent must before beileg@bepeat its agree move
introduce some new argument that may convince the secomd tgagree. Agents
may always make a close move.

We have thus defined a protocol that determines which movs#rmissible to
make during a dialogue; however, an agent still has coreidiechoice when selecting
which of these permissible moves to make. In order to seleetad the permissible
moves, an agent uses a particular strategy. Informallystiia¢egy that we will shortly
define selects a move as follows: if it is permissible to makeoae agreeing to an
agreeableaction, then make such an agree move; else, if it is perniéssibassert
an argumenfor an agreeableaction, then assert some such argument; else, if it is
permissible to assert an argumagainstan action thats not agreeablethen assert
some such argument; else make a close move. When the stragdis in a choice
of more than one agree or assert move, an agent must rely dintther functions for
selecting from a set of either permissible assert or peibiésagree moves.

When selecting a particular assert move, a proponent makeesfuts model of the
recipient. In particular, when faced with a choice of argaisdo assert, an agent will
choose one with a motivating value that it believes is highalyked by the recipient.
Thus, a proponent needs to model what it believes could beettipient’s winning
value. We define a function that takes a value and, for a giiengle and recipient,
maps to the interval betweénand1; the higher the output of this function, the more
the proponent believes that the value is the recipient'simignvalue.

Definition 12: Arecipient value modelis given by the functioModels” : D x Av®
[0,1]) (z,T € 7).

Note, there are many ways this function could be initialisedhe beginning of
a dialogue. For example: we could initialise all values t&; ihformation from past
interactions could be used to guide the initial values; drighly co-operative settings
it may make sense to assume that the agents share simila, geithe values could be
initialised to mirror the proponent’s value preference.

A proponent selects an argument to assert as follows: ietlsea choice of more
than one argument to be asserted, then the agent will cho@ssért one such argu-
ment such that of all the other arguments it could asserpasdot believe that the
values that motivate them are more likely to be the recifgeminning value than that
which motivates the selected argument.

Definition 13: Let ¥ = {(z, assert, A1), ..., (z,assert, A)}.
The functiorPick,s returns achosen assert move.t.
if Pickass(¥) = (,assert, 4;) (1 < i < k), then—3; (1 < j < k) s.t. Models? (Val(4;)) >



Strat, (D') = Pickag(S%) (D) iff S28(D) £ 0
Strat, (D') = Pickass(SEOP)(DY)  iff S2¢(D') = () andSPeP(D?) # 0
Strat,(D') = Picksss(S2)(DY)  iff S2¢(D') = SPP(D) = ) and 2 (DY) # 0

Strat,.(D?) = (z, close, Topic(D?)) iff S28(Dt) = SProP(D?) = Sat(Dt) = ()
where the choices for the moves are given by the followingglidry functions with
x’ € {z,z} andTopic(D?) = v
S2&(DY) = {(x,agree,a) € P2(D") | a € AgActs(z,D")}
SPrP(DY) = {(x,assert, A) € P3*(D") | A€ Args?,Act(A) = a,Sign(A) = +
anda € AgActs(z, D')}
Sa(DY) = {(x,assert, A) € P3=(D") | A€ Args?,Act(A) = a,Sign(4) = —,
a & AgActs(z, D) and
Imy = (2/,assert, AV (1 <t/ <) s.t.
Act(A’) = a andSign(A’) = +}

Figure 1: Thestrategy function selects a move according to the following prefesen
ordering (starting with the most preferred): an agegg,(a proposing asserprop), an
attacking assert(t), a close €lose).

ModelsZ (Val(A;))

We also require a function that allows an agent to select ticp&ar permissible
move to make from a set of agree moves (dendted,;). Our analysis in the next
section does not depend on the definitioRPak,;, hence we do not defirfgick,, here
but leave it as a parameter of our system (in its simplest fétiek,; may return an
arbitrary agree move from the input set).

We are now able to define @eliberation strategy It takes the dialogué® and
returns exactly one of the legal moves.

Definition 14: Thestrategy for an agentz is a functionStrat,, : D — M given in
Figure 1.
A well-formed dialogués a dialogue that has been generated by two agents each
following this strategy.
Definition 15: A well-formed dialogue is a dialogueD? s.t. V¢ (1 < t' < t),
Sender(m!’) = x iff Strat, (D¥ ~1) = my
We now give a short example. There are two participadigl, and Ag2, who
have the shared goal of doing something together on Sat@idayvity ForSat). The
relevant values for this scenario arempany(C), promoted by spending time with the
other agentyariety (V') promoted by doing an activity the agent has not done regentl
distancg( D), promoted by doing a nearby activity, amdbney /), promoted by cheap
activities. The participants have the following audiences
C > Agl D > Agl %4 > Agl M
M =4g2V =ag2 D =292 C
To save space, we only considéy1’s recipient value model ofig2, which is
initialised as follows (presumably based on some backgt&nowledge thatlg1 has).
Models,%3 (D!, val) = 1iff val = C; 0.9iff val = D; 0.8 iff val = V orval = M.
The agents’ initial dialogue iVAFs can be seen in Figs. 2 andt8re the nodes



represent arguments and are labelled with the action tegp#tte for (or the negation of
the action that they are against) and the value they are atethby. The arcs represent
the attack relation and a double circle round a node meamnghbargument that it
represents is acceptable to that agent.

Figure 2: Agentdg1’s dialogue iVAF att = 1, dVAFAgl, D).

-Resta
urant
D \%

Figure 3: Agentdg2's dialogue iVAF att = 1, dVAF(Ag2, D1).

Agent Ag2 starts the dialogue with the mowe, . At this point there are two argu-
ments that are acceptableAg1:
(Restaurant, ActivityForSat, C, +);
(Picnic, ActivityForSat, C, +).
Agent Agl currently believes tha€ is most likely the winning value forig2 (as
Modelsﬁgf(Dl, () = 1) and so it selects an argument motivated’bto assert.

my = (Ag2, open, ActivityForSat)

ma = (Agl, assert, (Restaurant, ActivityForSat, C, +))

This new argument is added tég2's dialogue iVAF, to givedVAR Ag2, D?)

(Fig. 4).
Resta
urant urant
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Figure 4: Agentdg2's dialogue iVAF att = 2, dVAF(Ag2, D?).

As Ag2 actually prefers valu® to valueC, this new argument is not acceptable to
it. In fact, there are no actions currently agreeablel§@ (as there are no acceptable
arguments for an action in its dialogue iVAF) and4g¢2 makes an attacking move by
asserting its argument against going to the restaurantig@ir away).

ms = (Ag2, assert, (Restaurant, ActivityForSat, D, —))

This new argument is added tdg1’s dialogue iVAF, to givedVAR Agl, D3)
(Fig. 5). As Ag2 did not agree tadgl’s suggestion to go to a restaurant for good
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company,Agl now has reason to believe that in factis unlikely to be the winning
value for Ag2 and so it decrements its recipient value model for this vilom 1 to
0.8: Models}}(D?,C) = 0.8.

Figure 5: Agentdg1’s dialogue iVAF att = 3, dVAF(Ag1, D3).

AgentAgl1 still finds both picnic and restaurant agreeable actionst Aes already
asserted its argument for going to the restaurant, it mustetmose one of its argu-
ments for going for a picnic to assert. It currently beliethest D is likely the winning
value for Ag2 and so chooses an argument motivated by this value.

myg = (Agl, assert, (Picnic, ActivityForSat, D, +))

This new argument is added tdg2’s dialogue iVAF, to givedVAR Ag2, D*)
(Fig. 6). As Ag2 in fact prefers valué’ to value D, the proposed action of going
fora picnic is not agreeable tég2, and so it asserts its argument against this action.

= (Ag2, assert, (Picnic, ActivityForSat,V, —

—|Resta A

Figure 6: Agentdg2’s dialogue iVAF att = 4, dVAF(Ag2, D%).

This new argument is added tdg1's dialogue iVAF, to givedVAR Ag1, D?)
(Fig. 7). As Ag2 did not agree todgl’s suggestion to go for a picnic as it is nearby,
Ag1 now has reason to believe that in fdgtis unlikely to be the winning value for
Ag2 and so it decrements its recipient value model for this vétam 0.9 to 0.7:
Models/,%3(D%, D) = 0.7.

AgentAg1 still finds going for a picnic agreeable, but it now believestteitherd/
orV is likely to be the winning value foAg2. Hence, it asserts its argument for going
for a picnic that is motivated by the valué.

me = (Agl, assert, (Picnic, ActivityForSat, M, +))

This new argument is added tég2's dialogue iVAF, to givedVAR Ag2, D°)
(Fig. 8). AsAgl is now right in believing thaf\/ is the winning value fordgl, Agl
finds this new argument acceptable and so agrees to goingfomnia. AgentAg2 also
agrees to this action and the dialogue terminates sucdlgssfu

mg = (Agl, agree, Picnic)

= (Ag2, agree, Picnic)
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Figure 8: Agentdg2's dialogue iVAF att = 6, dVAF(Ag2, D%).

This example illustrates how agents can reach an agreemamtaction to achieve
a joint goal despite their differing preferences over vajuealso shows how an agent
may update is model of another’s winning value based on thaliogue behaviour.

4  Analysis of the system

In [6], an analysis is given of a more abstract version of tladodue system discussed
here in which neithePick function is specified, hence the results of [6] all hold far th
specialised version of the dialogue system that we preset in particular: all dia-
logues generated by our system terminate; if the dialogusinates with a successful
outcome of action:, thena is agreeable to both agents at the end of the dialogue; if
there is an action that is agreeable to both agents when the dialogue ternsirthn

the dialogue terminates with a successful outcome.

However, for the dialogue system defined in [6], it is some8rthe case that even
when there is an action that is agreeable to each agent dieetrtion of their argu-
ments (i.e. agreeable in theint iVAF (X, .4) under each agent’'s audience, where
X = Argss U Argsf), the dialogue may still terminate unsuccessfully. As weeha
now instantiated th@ick,ss function we are able to present a more detailed analysis of
when a dialogue generated by the system will terminate sgtaiéy.

First we need to show that if there is an action that is agleg¢alboth agents in the
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joint iVAF and that action is agreeable to one of the agantbe end of the dialogye
then the dialogue will terminate with a successful outcorf#his following lemma
holds for any instantiation of thieick functions.)

Lemma 1: Let D! be a well-formed deliberation dialogue that terminates athere
(X, A) is the joint IVAF (¢ = Args> U Argsf).
If there exists an action s.t. a is agreeable in the joint iVAEX, A) under bothR*
andR” anda is agreeable indVAF(z, D?) underR?®, then the dialogue terminates
with a successful outcome.
Proof: Assume dialogue terminates unsuccessfully, hennet agreeable tar in
dVAF(z, D*) underR? (Prop. 3 of [6]). From Lem. 1 of [6]Z knows all arguments
for a. Thereforex must know of some argumedt for o’ (distinct toa) such that4’
defeats all arguments ferunderR”® and A’ is acceptable ta@ in dVAF(z, D*), andz
must know some argumeat’ againsta’ that defeatsd’ underR®. Asa’ is not agree-
able toz in dVAF(z, D?) (Prop. 3 of [6]), z must have asserted its arguments against
a’ (because an agent cannot make a close move unless all assegs rexhausted).
thereforeA’ cannot be acceptable oin dVAF(z, D) — contradiction.O

We can now show that if there is an action agreeable to bothtage the joint
iIVAF such thatat any point in the dialoguéhat action is agreeable towho knows
correctly whatz’s winning value is, then the dialogue will terminate suctely.
Proposition 2: Let D be a well-formed deliberation dialogue that terminatest at
where (X', A) is the joint iVAF (¢ = Args? U Argsf), the valuev is the winning
value in(X, A) underR?, and the actioru is agreeable in the joint iVAEX, A) un-
der bothR* andRZ. If there exists’ s.t. D extendsD!” and there exists an argument
Afor a s.t. Ais acceptable ilVAF(z, D) underR* andModels® (D%, Val) = 1 iff
Val = v, thenD? terminates with a successful outcome.
Proof: AssumeD? terminates unsuccessfully, hermaeot agreeable ta: in dVAF(x, D)
ortoz in dVAF(Z, D') (Lem. 1). Thereforer assertsA’ at timepoint”, D' extends
D' and A’ defeatsA underR*. Either: (1) A’ is an argument against. T must
know an argumentl” for «’ that it finds acceptable and that defeats all arguments
for a in the joint iVAF underR? ( becauser knows an argument far motivated by
its winning value, either at start of dialogue elgghaving perfect knowledge of what
T's winning value is, would have asserted such an argumert;there cannot be any
arguments against that defeat such an argument forunderR®’s audience elsa
would not be agreeable @ in the joint iVAF and sa& must rather knowA” in order
to defeat such an argumenty. must have previously assertedd (as agent will only
assert an argument against an action if it has no argumemtariaction it can assert).
As dialogue terminates unsuccessfully, it must be the ¢eedt’ is unacceptable to
x in dVAF(z, D') and yet acceptable to in dVAF(z, D*) (as A” must be acceptable
to T in order to ensure that it not agreeable tar but, from Prop. 3 of [6], cannot
also be acceptable to). For any such4”, it must be the case thatknows an argu-
mentA’’ againsta’ that defeatsA” underz’s audience ( becauseagreeable tar in
the joint iVAF).z has asserted all such’”’ (because close move only made when all
assert moves have been exhausted), hence it cannot bd’thiatacceptable ta in
dVAF(z, D) — contradiction. (2)A is an argument for an actioa’ (distinct to a) that
is agreeable ta in dVAF(z, D!"). Either: (a) A’ is acceptable ta: in dVAF(z, D'")
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(and so each agent agreesdband the dialogue terminates successfully); or @)
is not acceptable ta in dVAF(z, D) ThereforeA defeatsA’ underz’s audience —
contradiction.O.

It is interesting to note that it is not always the case thahére is an action
that is agreeable to both agents in the joint iVAF and thapieeable to one of the
agents at some point in the dialogue, then the successftbimet of the dialogue will
be an action that is agreeable to both agents in the joint i\&df example, con-
sider the situation whereArgs'9' = {(al,~,v2,+), (a2,7,v1,—)}; Args:9* =
{(a2,7v,v3,4),(a2,v,v4, =) }; v4 =441 V3 =ag1 V2 >=ag1 V1; V1 =42 V3 > ag2
v2 =442 v4. If we construct the joint iVAF for this example, then we seattthe
actional is agreeable to both agents and the actiBris agreeable to neither (given
the union of their arguments); however, the dialogue geednaill terminate success-
fully with a2 as the outcome. This observation is important as it helpsterchine the
suitability of the strategy defined here for particular agagions: if it is imperative that
the outcome arrived at is the ‘best’ possible (in the senakithis agreeable to each
participant given the union of their knowledge), then tiratsigy we give here is not
suitable; whilst if we simply desire that agents reach sogree@ment, then our strategy
may suffice.

There are situations where there is an action agreeablectoaggent in the joint
iVAF and yet the dialogue still does not terminate succelgsttor example, if there
is no action agreeable to at least one of the agents at theo$tdwe dialogue). The
detailed analysis that we give here of when and why a dialtgueinates successfully
is invaluable for the future design of deliberation systdéha aim to avoid this situ-
ation. Our investigation takes steps towards an understgrad how the design of a
deliberation strategy and the subjective preferencesaitagffect dialogue behaviour.

5 Modelling agent preferences

We have shown that if a proponent can correctly model theieai's winning value
for the joint iVAF and there is an action agreeable to eackmihe joint iVAF, then
if that action is at any point agreeable to the proponentdibtogue will terminate
successfully. We now consider how a proponent may aim teectiyrmodel the recip-
ient’s winning value. Whilst there is much existing work @asoning about another
agent’s beliefs, we are not aware of any work that aims at ttingdexnother agent’s
values.

In order to design a modelling mechanism, we consider whateians to be a
winning value. Recall: (Def. 5) a value is a winning value &oragent in an iVAF if
there is gpositiveargument thapromotesthat value and that is acceptable under the
agent’s audience (and so it is not necessarily the mostmpeefealue); (Prop. 1) an
agent has at most one winning value for a particular iVAF wladrarguments relate to
the same goal (since we are dealing with deliberation dissgvith a particular topic,
we assume henceforth that all the arguments in an iVAF rédatee same goal).

We can show that if there is no winning value for an iVAF underaaticular au-
dience, then it must be the case that for eygogitiveargumentfor an action, there
is anothemegativeargumentagainstthat action whose value is at least as preferred.
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Thus there is only one special case in which there is no winuédue for an agent in
an iVAF, justifying our approach of modelling what is likely be an agent’s winning
value.

Proposition 3: Let (X, A) be an iVAF s.t. there is no winning value under audience
R®.If Ha,p,v,+) € X, thenT(a,p,v’, —) s.t. (v,v') € R”.

Proof: There is nowinning value therefore (from Def. B € X s.t. Ais acceptable

in (X, A) underR® andSign(A) = +. AssumelA = (a,p,v,+) € X, A must be
defeated undeR*. Either A is defeated by either an argument for (i) another
action or (ii) againsta. If (i), then A’ must be acceptable — contradictidn.

Now we consider what it means if there is an argument motivhjethe winning
value that is not acceptable. We can show that if there is gnnaentfor an action
that is motivated by the winning value but that is not acdeletethen there must be an
argumenggainstthat action that is at least as preferred.

Proposition 4:Let (X, A) be an iVAF s.tw is the winning value undeR*. If 34 =
{(a,p,v,+) € X s.t. A not acceptable ifX, A) underR®, thendA’ = (a,p,v’, —)
s.t.(v,0') € X.

Proof: AssumeA is not acceptable thereforé is defeated by either an argument
A’ (i) for another action or (ii) againstz. If (i), then A’ must be acceptable and
(Val(4'),v) € R” (soVal(A’) a winning value and distinct from), but there is at
most one winning value (Prop. 1) — contradictian.

The previous result considers an iVAF in whichis an agent’'s winning value.
However, we are concerned with modelling the recipientisnirig valuein the joint
iVAF , which the agents do not have access to (since this is boiiit fhe agents’ private
knowledge). Thus we must also consider the relationshipdet an iVAF and its
subgraphs. We show thatuifis a winning value in an iVAF, but there is an argument
for an actiona motivated byv that is not acceptable in a subgraph, then either: there
must be an argument against that action in the subgraplsthgligast as preferred; else
there must be an argument in the subgraph for some othenacttbat is motivated
by a more preferred value tharand there must be an argument that is in the iVAF but
not in the subgraph against actiehthat defeats this argument.

Proposition 5: Let (X, A4), (X', A’) be iVAFs s.t.x” C X. If v is the winning value
in (X, A) underR® but A = (a,p,v,+) is not acceptable ifx”, A’) underR*, then
either: (1) 3(a,p,v’,—) € X’ s.t. (v,v') € R?; else (2)3(d’,p,v',+) € X’ s.t.
(v, v) € R* and3{a’, p,v", —) € X\ X' s.t. (v/,0") € R*.

Proof: AssumeA not acceptable i X', A’) underR*, thereforeA is defeated by
either an argumen#’ (i) for another action or (ii) against. If (ii), then we get case
(2). If (i), thenA’{(a’,p,v',+) € X’ s.t. (v/,v) € R*. Howeverp is the only (Prop.
1) winning value in(X’, A) thereforeA’ is not acceptable ifX’, A) underR*. As we
know(v’,v) € R*, itmust be the case thata’, p,v”, —) € X\ X’ s.t. (v/,v") & R®.
a

Let us now consider the case where a proponent asserts &@asgument for an
actiona motivated by the value, whereuv is the recipient’s winning value in the joint
iVAF, and the recipient does not respond with an agree movemHRrop. 5 we see
that there are two possible cases.

Case 1: The recipient has a negative argumaghinsta that is motivated by a
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value that the recipient prefers at least as much &s this caseq cannot be agreeable
to the recipient in the joint iVAF (since is the recipient’s winning value, therefore all
acceptable positive arguments must be motivated,lgnd any such argument far
will be defeated by the recipient’s argument agair)st

Case 2: The recipient has a positive argument for some other actiamat is
motivated by a value’ that it prefers more t@ and the proponent has an unasserted
negative argument against that is motivated by a valug’ that the recipient prefers
at least as much as.

As v is the recipient’s winning value, there must be a positigaarent in the joint
iVAF that is motivated by and acceptable under the recipient’'s audience, thus there
must be at least one positive argument motivated bByd known to the proponent that
falls under Case 2 (since a negative argument that defeatgament in the recipient’s
dialogue iVAF will also defeat that argument under the riegips audience in the joint
iVAF). Therefore, if a proponent has asserted all of its siarguments motivated
by v and not elicited an agree, the only way thatan be the recipient’s winning value
is if the proponent has an unasserted argument against aggon agreeable to the
recipient that succeeds in defeat under the recipient’®aad.

If the proponent knows no unasserted negative argumestsdhse 2 above cannot
hold, therefore further limiting the chancewbeing the winning value.

We can use these insights to define a simple mechanism fotingdam agent’s
Models function. This function maps each value to the interval leetwO and 1; the
higher the output of the function the more the proponentelvel that the value is
the winning value for the recipient (Def. 12). For reasonspédce, here we only
consider the case where the proponent has asserted an atdonaa action motivated
by v and the recipient does not then agree to that action. As we begn, if the
following conditions also hold, the proponent has extraoeao believe that is not
the recipient’s winning value:

- the proponent knows no unasserted negative arguments;

- the proponent knows no unasserted positive arguments

motivated byv;

- the proponent knows no unasserted positive arguments
motivated byv and knows no unasserted negative arguments
(in this case it is not possible thats the recipient’s winning
value).

We use an update functiGub(Models? (D, v), N) that decrementslodels” (D?, v)
by NV (whilst respecting the function’s range boundaries) ampdwas these situations
as follows:

Definition 16: Let D be a dialogue s.tdVAF(z, D*) = (X, A), AssArgs = {A |
(1 < ¢ < t)stm; = (L assert, A)}, my—1 = (x,assert, (a,p,v, +)), andm; #
(T, agree, a).
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Agentz updates its recipient value modeModels” as follows.

If AA € X st
(Sign(A) = +,Val(A) =vandA ¢ AssArgs
thenif AA’ € X s.t.Sign(A’) = —and A’ ¢ AssArgs,
Models® (D?, v) := 0,
elseModels” (D*, v) := Sub(Models® (D!, v),0.4).
Otherwise
if AA € X s.t.Sign(A) = —andA ¢ AssArgs,
then Models? (D*, v) := Sub(Models® (D!, v),0.2).
Otherwise
Models” (D*, v) := Sub(Models” (D!, v),0.1).

In the example in Sect. 3, agedlyl updates its recipient value model in this
manner.

We have thus given a principled mechanism with which an agentmodel an-
other agent’s winning value, based on their dialogue be&hsvOur mechanism is not
intended to be complete, it needs also to consider situatiowhich it is appropriate
to increment the function output for a particular value.dAlhe figures that our update
mechanism uses for the decrements (which reflect the strarfighe reason that the
proponent has to believe thatis not the recipient’s winning value) could be further
refined (particularly with empirical analysis). Howeveuraimple mechanism illus-
trates how detailed theoretical analysis of system belagan be useful in designing
dialogue strategies.

6 Related work

Our proposal uses the same underlying dialogue framewoik f5; however, that
work is only similar in that it uses the same dialogue repreg@n. The system defined
in [5] is concerned not with deliberation but with a type ofjiriry dialogue; it ensures
that all relevant arguments are asserted, after which &ghalue ordering is applied
to determine the outcome.

The system here builds directly on that presented in [6]. Aehextended that
work by defining a function that allows a proponent to selegimments to assert based
on its perception of what is important to the recipient. Bedfying the strategy
thus, we have been able to perform a more detailed analysrediehaviour of the
system than was previously possible; this fundamentalyaisaimoves us towards a
better understanding of the design of dialogue stratebagsare suitable for particular
applications. We have also provided a mechanism with whiciggent can model what
is important to the other participant.

Other works allow a proponent to select arguments suitedoertécular recipient.
In [11] a proponent selects sets of arguments likely to ratowith the recipient by
considering the recipient’s desires, whilst [17] inveat&s how a proponent may use
the recipient’s personality to guide argument selectiawdéwver, both of these works
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deal with monological rather than dialogical argumentatibhe dialogue system pro-
posed in [13] allows an agent to use a model of its opponeadtsgand beliefs to select
arguments; however, [13] does not consider value basedrangis, and the behaviour
of the system is not analysed as we have done here.

Deliberation dialogues are considered by [12, 16]. In [Iguanent evaluation is
not done in terms of AFs, and strategies for reaching agreeare not considered;
[16] focusses on goal selection and planning. Practicalogiag using argumentation
in agent systems has been addressed by Amgoud and colldagaesg. [1]), but in
this work the focus is not on the dialogical aspects nor isettzan element to model
other participants’ preferences.

The proposal of [4] considers how to find particular audiarfoe which only cer-
tain arguments are acceptable and how preferences oversvainerge through a di-
alogue; however, it assumes a static argument graph withiohaagents are playing
moves, whilst agents in our system construct argument graphamically.

The work of [8] allows AFs of individual agents to be mergediims to charac-
terise the sets of arguments acceptable by the whole groagesfts using notions of
joint acceptability. In our work, an agent develops its owdividual graph and uses
this to determine if it finds an action agreeable, thus maiirtg its subjective view.

Prakken [14] considers how agents can come to a public agreetespite their
internal views of argument acceptability conflicting, allog them to make explicit
attack and surrender moves. However, Prakken does notilyptonsider value-
based arguments, nor does he discuss particular strategies

Strategic argumentation has been considered in other Wo[R] a dialogue game
for persuasion is presented that is based on one originadlygsed in [19] but makes
use of Dungian AFs. Strategies in [9] concern reasoningtedooapponent’s beliefs, as
opposed to about action proposals with subjective prete®rStrategies for reasoning
with value-based arguments are considered in [3], wherelijextive is to create obli-
gations on the opponent to accept some argument based orehieysly expressed
preferences. In [3], a fixed joint VAF is assumed, whilst ogefsts dynamically con-
struct individual dialogue iVAFs. Neither [9] or [3] givesmanalysis of how strategy
affects dialogue behaviour.

A related emerging area is the application of game theorydaraentation (e.g.
[15]). This work has investigated situations under whidiioreal agents will not have
any incentive to lie about or hide arguments; although corememainly with protocol
design, itis likely such work will have implications for ategy design.

7 Concluding remarks

We have presented a dialogue system for joint deliberatiere the agents involved
may each have different preferences yet all want an agreetmdre reached. The
novel strategy that we have defined allows a proponent tcated@unt of the recipient’s
preferences. The initial analysis that we presented giges lbetter understanding of
how strategy design affects dialogue behaviour. Furthezpvee have also provided a
mechanism to enable a dialogue participant to model wh#teay/Ito be the winning

value for the other participant; it can then use this modskEtect arguments for action
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that are likely to be persuasive to the other agent. The dedithis mechanism was
guided by our investigation into the behaviour of iVAFs; hewer, it is only a first step
towards modelling agents’ values. Many interesting qoestiremain, for example:
why might a proponerithcreasets belief that a particular value is the winning one for
the recipient; how should a proponent initialise its resipiimodel function at the start
of a dialogue?

Another very interesting line of future work is to extend #estem so that argu-
mentation theory is also used by the proponent to determiriehwis the recipient’s
winning value. We have seen that there can be reasons toddliatv is not the re-
cipient’'s winning value, these reasons and their diffestmr@ngths could themselves be
modelled as an argumentation framework.

In the dialogue system we have presented here, we have adthahehere are only
two participants and that each is following the same styatéigwill be necessary to
relax these assumptions in the future if our system is to pécagible in all but the sim-
plest of situations. If we are to meet the ultimate goal oftaust theory for deliberation
strategy design, analyses such as the one presented harkegreequirement, provid-
ing the foundations for developing and analysing more cemgEtliberation dialogue
systems.
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