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Abstract

Will it be possible to create a self-aware and reasoning entity that has the capac-

ity for decision making similar to that we ascribe to human beings?

Modern agent systems, although used today in various applications wherever

intelligence is required, are not ready for applications where human rationalities

are usually the only option in making important decisions in critical or sensitive

situations.

This thesis is a contribution to this area: a decision-making methodology is

introduced to address the different characteristics that an agent should have in

order to be better trusted with such critical decisions.

The work begins with a study of philosophy in the literature (Chapter 2), which

reveals that trust is based on emotions and faith in performance. The study

concludes that a trustworthy decision has five main elements: it considers op-

tions and their likely effects; it predicts how the environment and other agents

will react to decisions; it accounts for short- and long-term goals through plan-

ning; it accounts for uncertainties and working with incomplete information; and,

finally, it considers emotional factors and their effects. The first four elements ad-

dress decision making as a product of “beliefs”; the last addresses it as a product

of “emotions”. A complete discussion of these elements is provided in Section 2.1.

This thesis is divided into two main parts: the first treats trust as a product

of beliefs and the second treats trust as a product of emotions.

The first part builds the decision-making methodology based on argumentation

through a five-step approach where first the problem situation representing the

actions available to the agent and their likely consequences is formulated. Next,

arguments to perform these actions are constructed by instantiating an argumen-
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tation scheme designed to justify actions in terms of the values and goals they

promote. These arguments are then subjected to a series of critical questions to

identify possible counter arguments so that all the options and their weaknesses

have been identified. Preferences are accommodated by organising the resulting

arguments into an Argumentation Framework (we use Value-Based Argumen-

tation [VAF] for this approach). Arguments acceptable to the agents will be

identified through the ranking of the agent’s values, which may differ from agent

to agent. In the second part (Chapters 5 and 6), this methodology is extended

to account for emotions. Emotions are generated based on whether other agents

relevant to the situation support or frustrate the agent’s goals and values; the

emotional attitude toward the other agents then influences the ranking of the

agent’s values and, hence, influences the decision.

In Chapters 4 and 6, the methodology is illustrated through an example study.

This example has been implemented and tested on a software program. The

experimental data and some screen shots are also given in the appendix.
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Chapter 1

Introduction

This thesis identifies the characteristics that raise the level of Trust between en-

tities and then uses these characteristics to develop a methodology of decision

making to allow the delegation of higher level tasks to software agents.

Trust in decision making is a product of beliefs and also emotions (as discussed

in depth in Section 2.1). This methodology involves building a decision-making

methodology based on beliefs and extending this to incorporate emotions. The

thesis also examines an extensive case study.

This chapter provides an overview of the topic and a general overview of the

work.

First, Section 1.1 describes the main motivation. Section 1.2 outlines the dif-

ferent capabilities that will form the basis of this research. Section 1.3 gives an

overview of principles of Multi-Agent Systems that are relevant to our work. Sec-

tion 1.4 then outlines the main contribution of this thesis and gives an overview of

how the principles and elements of 1.2 and 1.3 are used to build toward the goal.

Section 1.5 will outline the thesis structure and finally, Section 1.6 summarises

the introduction.

1.1 Research Motivation

The main motivation behind this research is to support the delegation of high-

level decisions to software agents by building a methodology of decision making

with the capabilities needed to allow those agents to be trusted with important

decisions.
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The kind of decisions we mean by “High Level” are critical and/or sensitive.

Critical decisions involve matters of high risk and strategic importance, such as

air traffic control and budget allocations. Sensitive decisions are matters of per-

sonal preference, such as decorating a room.

From a high-level perspective, our aim is to help answer the following question:

“What aspects can raise our confidence level in agents so as to allow

them to take over decision making and how can these aspects be

implemented?”

We provide a discussion on Trust in order to identify the capabilities that

helped us answer this question. Providing these capabilities is then the main

focus of the methodology offered by this thesis.

1.2 The Basic Elements of Trust

This section discusses the main capabilities that a decision-making methodology

needs to have for the agent to be trustworthy. The methodology presented by

this thesis is built on this discussion.

Trust is a combination of beliefs and emotions; either we have sufficient evidence

to believe that someone can be trusted, or we have the instinct and emotional

inclination to trust that person. As a belief, when Trust is given, more control is

handed to the trustee, allowing more power over more decisions; also the truster

is hopeful that he would be better off trusting the trustee than otherwise. That

is the truster believes that the trustee’s decisions will be at least as good as his

own. Thus the trustee’s ability to make decisions means also giving the power

of using resources. So, the trustee should have the ability to commit appropriate

resources relevant to the goals he is trying to achieve, giving the trustee the abil-

ity to make decisions means giving him also the power of using resources.

We trust someone as we believe that he has what it takes to be trustworthy, so,

we trust because of belief, but philosophers argue that this “belief” is not enough

and Trust is sometimes based on “emotions” and not just beliefs. Emotions play

a big role in Trust in two capabilities: first, they help to resolve conflicts when

there are overall equally good choices as far as belief is concerned. Second, emo-

tions are an important element in decisions that have social and/or behavioural

aspects combined.
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Other than Trust, considerations of emotions can be beneficial in decision mak-

ing in many different aspects other than the two mentioned above. Among these

benefits are triggering resequencing in response to changes in priorities, foster-

ing cooperation among different agents by rewarding cooperation and punishing

defection and in applications where decision making involves expression of those

decisions.

Philosophy (Section 2.1) suggests that for a decision-making methodology to

yield trustworthy decisions, it should have five main capabilities:

• Practical Reasoning: This is the basic element in decision making whereby

the agent needs to understand the environment it is situated in and con-

sider all its available options for different decisions and the likely effects of

making these decisions.

• Social Interactions: When taking an action, results are not solely dependent

on the agent’s actions, but also on how the environment will react to this

decision. For example, when getting into a plane to travel, trust is placed

in the pilot to actually arrive safely to the destination and this decision to

take the plane is based on the assumption that the other agent, the pilot,

will fly the plane safely.

• Planning: This considers not only the direct effects of actions but also the

ability to align with the different goals and aspirations of the agent in the

short and long term. A decision that is less suitable in a particular situa-

tion might be better given the long-term plans of the agent and might help

other future decisions to achieve more goals.

• Uncertainties: Decisions are always taken using incomplete and uncertain

information. Thus, when making a decision, the agent should consider un-

certainties and manage risk appropriately. The agent must understand and

consider the surrounding environment with regard to the completeness of

information related to the specific decision.

• Emotions: An agent must have the ability to evaluate the importance of

emotional factors as they affect the decision, as well as the ability to inte-

17



grate those factors into the decision itself.

1.3 Multi-Agent Perspective

The previous section discussed the main motivations behind this study and ex-

plored the notion of Trust from a philosophical perspective. We have argued that

Trust is a product of belief and of emotion. Overall, these lead to a mapping of

the elements of Trust to five main capabilities.

The class of decisions considered here are of two types: the critical type (such as

allocation of budgets, hiring, procurement, general strategic directions and pro-

motions). For these we currently make use of intelligent systems for suggestions,

but not actual decisions; hence, automating those processes is not yet a possibil-

ity. The other type of decisions we address are sensitive decisions. For example,

agents may be used in a personal-assistant scenario to choose books or movies

for an individual based on historical preferences. Amazon.com runs intelligent

computations that provide suggestions built from your profile, but these compu-

tations cannot be trusted to make actual decisions on our behalf (I will never let

Amazon buy a book for me to read without consulting me first). These decisions

also, then, are not unthinkingly accepted.

The term agent in this thesis means autonomous intelligent agents which can

be defined as:

“An agent is a computer system that is situated in some environment,

and that is capable of autonomous action in this environment in order

to meet its design objectives”. [73][Page 4]

Aristotle [11] took Practical Reasoning to be reasoning that concludes in an

action. This can be translated as the ability to reason intelligently within the

environment about what actions are best.

Another view is given by Bratman [38] where Practical Reasoning is all about

choosing a response as a result of interactions.

Moreover, this response is selected based on the agent’s goals, beliefs and val-

ues. For Searle [116], values are the principles, standards, and aspirations that

guide human actions. Actions are not selected only by facts; subjective values also

play a role. Individuals do not always make decisions based solely on facts and
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figures. Morals, integrity, cultural values and other elements play a role, particu-

larly with respect to how people prioritize their goals and choose between options.

Another point to consider is that values are not built-in; rather, they evolve

from circumstances within the external world and dynamically change with time

and experience. Thus, one’s values and their importance can also be seen as a

memory of expertise or experience. For example, babies have no regard for the

value of friendship, but as they grow older, they start to interact with their par-

ents and give more importance to the value of family. They feel hunger, adding

the value of food. When meeting other children, the value of friendship is intro-

duced. With this mix of values, those young children sometimes face situations

where they need to decide whether to eat a meal or go play with their friends. In

such situations, they begin to order their values. If they chose to play with their

friends, the value of friendship is promoted to be of more importance.

The order of values differs among individuals. While the youngster in the previous

example preferred friendship over food, another one might prefer the opposite,

thus, explaining the rational disagreement of Searle and Perelman that different

audiences will accept different arguments and make different choices [97][116].

Although this work is not directed toward the multi part in Multi-Agent Sys-

tems, there is a very nice slogan by Wooldridge [130]: “There is no such thing as

a single agent system”. Wooldridge suggests by this slogan that self-interested

agent systems must address the question of adapting to the world and to other

agents; their reasoning and actions alone are never sufficient to make any con-

clusions. A methodology of decision making for a self-interested agent cannot be

considered sufficient unless it addresses how other agents will react in the envi-

ronment. Thus while we do not address collective decision making or negotation,

we do take account of the behaviour of other agents in determining the conse-

quence of decisions.

Thus, it is very important to remember that consequences do not depend merely

on actions, but also on how other agents react. For example, repeating an action

does not guarantee the same results. There are a number of key elements to

consider. Wooldridge mentions the following:

1. Agents are designed by different individuals with different goals and in-

terests. Therefore, the interactions between these agents are considered
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negotiations where agents are self-interested.

2. Agents are assumed to be acting autonomously. Decision making is not

fixed in agents, but rather computed and reasoned about dynamically as

they respond to situations.

Therefore, self-interested agents need to behave robustly in the presence of

inconsistency or, as in the terminology of Lesser and Corkill [79], be functionally

accurate. Lesser and Corkill [79] further identify the following characteristics:

1. Problem solving is not confined to a sequence of actions; rather, it pro-

gresses opportunistically.

2. Agents communicate higher level plans and results rather than raw data.

3. Uncertainty and inconsistency are resolved during the reasoning process

with partial information.

4. The solutions are not tied to a single route, but should have many ways to

achieve the same result. Agents require strategies (in the same theoretical

sense) rather than single plans.

An agent works autonomously and decides what goals are to be pursued and

how they can best be achieved. Hence, trusting an agent will not only involve

believing that he has the capacity to solve problems, but also that he has the

intention/motivation to then act as expected. To be trusted, the agent must

be able to choose the goals, plan to achieve them, consider alternatives, choose

the best alternative if needed and make sure that this process is acceptable to

the audience. And if things do not go as expected, the agent should be able to

resequence and set a different course of action.

There are different approaches to decision making. The approach we adopt in

our methodology is based on argumentation. In reasoning for the best decision,

the agent will consider different routes to achieve the goal and build arguments

justifying each route. Those arguments are associated with the different values

that accepting them will promote. Ordering of those values will then give us a
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criteria to set preferences among different arguments. This ordering will take

account of how important the values are and the emotional aspects of the situa-

tion. The reasoning process should also account for the behaviour of other agents

as the outcome of any action is dependent on the joint action of the agent and

other agents situated in the environment. Hence, other agents behaviours and

uncertainties must be accounted for.

1.4 Thesis Contribution

This thesis will first introduce a decision-making methodology that considers the

belief aspects of decision making. Our contribution will:

1. Use argumentation as a way to model Practical Reasoning through an in-

stantiation of an argumentation scheme as a presumptive reasoning for ac-

tion.

2. Consider joint actions to address how the environment and other agents

would react in conjunction with the agent’s own actions.

3. Address uncertainties in the methodology and allow it to build decisions

when information is incomplete about the environment or unexpectedness

in actions outcomes.

4. Exploit the role of emotions in the process of decision making.

5. Examine the effect emotions would have on the decision-making process

compared to social aspects by providing a mechanism to balance between

the influence of emotions and beliefs.

6. Present a detailed example study.

We first introduced a methodology of decision making from beliefs perspective

in [86] addressing the first three points above. This was then complemented by

another paper [87] that added emotional aspects to the methodology, addressing

the fourth and fifth points above.
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1.4.1 Areas of Further Development

This thesis provides a methodology where emotions can be embedded and con-

sidered part of the decision-making process. It does not explain those emotions

or discuss their meanings.

The principles given by this methodology considers short- and long-term visions

of the agent in the decision-making process from the perspective of goals and

values. It does not cover planning aspects in depth.

The value order of the audience in the decision-making framework is very dynamic

in the sense that it changes according to events occurring in the environment.

Thus, this value order is basically a product of many past events, allowing us to

consider it as a store of historical information. Mechanisms to allow the agent

to look into historical information and consider it in this process are beyond the

scope of this study.

1.5 Thesis Structure

This thesis is structured into seven chapters as follows:

Chapter 1 presents the research motivation and a general overview of the

topic. Chapter 2 provides the literature survey where relevant work is dis-

cussed. Chapter 3 introduces the proposed decision-making methodology.

Chapter 4 is a case study of the aspects introduced so far. Chapter 5 ex-

tends the decision-making methodology to include emotions. Chapter 6 is an

extension of the case study that incorporates emotional aspects. Chapter 7

concludes the study and summarises the main outcomes, discusses the findings of

the examples, and aligns them with the main objectives of the work. Appendix

A offers snapshots for the implementation of the case study.

1.6 Summary

To summarise, this thesis introduces a decision-making methodology by which

agents can consider rational, social and emotional aspects relevant to the decision.

This chapter has introduced the main capabilities addressed by this methodology

and gave an overview of the relevancy with the field of Multi-Agents. The next

chapter reviews the literature relevant to this work.
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Chapter 2

Literature Review

This chapter discusses the literature relevant to this thesis. The chapter details

references used to build up the methodology and also discusses work that has

approached the same issues differently.

Section 2.1 provides the philosophical motivation. Section 2.2 provides the es-

sential background to the field of Multi-Agent Systems. Section 2.3 discusses

approaches to Trust in Multi-Agent systems. Section 2.4 gives an overview on

Planning in Artificial Intelligence. Section 2.5 focuses on argumentation in Arti-

ficial Intelligence (AI). Section 2.6 reviews the literature on emotions. Section 2.7

considers two theories in the decision-making field. Finally, Section 2.8 concludes

with a summary of this chapter. And finally Section 2.9 introduces Part I of the

thesis (Chapters 3 and 4).

2.1 Trust

This section explores Trust and trustworthiness in order to establish an under-

standing of what it means to trust a person, or an agent. This is done by trans-

lating the concept of Trust from the philosophical and psychological worlds to AI.

We can thus identify the five capabilities of the decision-maker that contribute

to trustworthiness.

Bailey [24][Page 1] gives an example from Plato’s Republic:

“Plato recounts a dialogue between Socrates and Glaucon, Plato’s

older brother. In it, Glaucon argues that only the fear of detection

and punishment prevents a human being from breaking the law and

doing evil for the sake of his own self-interest. Glaucon thinks that

this natural fact is demonstrated by the shepherd Gyges, who found a
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gold ring which made him invisible whenever he twisted it on his fin-

ger. On realising the ring’s power, Gyges used it to seduce the queen,

murder the king, and take the throne. Glaucon’s claim then, is that

every one of us, however law-abiding and good we might seem, would

do as Gyges did, or something else in our self-interest, if we could

avoid detection and punishment. And, Glaucon claims, we would be

right to do so, since each human being’s only interest is their own

self-interest, and we have no interest in justice and morality for their

own sakes”.

This idea of self-interest that Plato presents raises the question of when we

can trust someone else. Is fear of detection the only motivation to do so and why

should an agent fear detection?

A trustworthy person is someone we can place our Trust in and rest assured

that he will not betray us. Bailey [24] also argues that another important at-

tribute of Trust is that when we trust others, we rely on them to take care of

important matters; thus, they have the capacity to help us, as to harm us. Plac-

ing trust means that we rely on the trustee to take care of resources which in

turn they could misuse.

Faulkner [56] defines Trust as a prediction of reliance on an action, based on

what a party knows about the other party. Also, Trust is always about the un-

known. If we are guaranteed a certain result, trust is of no importance. On the

other hand, the more uncertain we are about the outcome of an action, the more

important trust is in the relationship.

A more detailed view is offered by Coleman [44] who suggests that Trust in-

volves the following principles:

1. “Trusting an entity allows for actions that cannot be done otherwise”.

If we trust an agent, it may identify options that we do not have the ca-

pacity or time to find for ourselves.

2. “The truster is better off than if he had not trusted the trustee”.

This suggests that the agent will save us time, or find better options.
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3. “Trust involves transfer of resources”.

If we are to profit from the agent, we must devolve some control to it, and

we must trust the agent to be trustworthy.

2.1.1 The Capabilities Needed for Trusted Decisions

The work of Ramchurn et al.[101] examines the specific roles of Trust in Multi-

Agent Systems, in particular with respect to agent to agent interaction. Ram-

churn et al. defines reasons for Trust as the belief in competence, willingness,

persistence and motivation. Frijda [62] also mentions the importance of emotions

in establishing the satisfaction of the course of action chosen by the trustee, the

influential factors on emotions, and the influences of emotions on intentions to act.

Now, to bridge the gap between philosophy and multi-agent systems’ we capture

the understandings of Trust and offer the points below as the main capabilities

for a trusted decision in agent systems.

1. Practical Reasoning/Competence:

This is the first and basic prerequisite of trust; to be trusted, the agent must

be able to evaluate options and their likely effects to be able to evaluate

and decide on the effects of the decisions on the trustee.

A trustee will always have many possibilities for a course of action to choose

from. So, the very first basic capability of our methodology is that it should

consider options and their likely effects.

For example, if I know that a computer shop has a single model of comput-

ers, there is no point in giving weight to how trustworthy the salesman is,

as I can only buy that model. However, if I know that this shop has many

varieties and I decided to give the salesman full authority when choosing a

computer for me, it becomes more important to trust him.

2. Social Interaction:

There is no point in trusting an entity unless we know that with this power

of trust it will perform better than we could do ourselves. We need to know

that the trustee will actually perform the actions that would result in the

desired goals which the truster sees himself better off delegating. However,

we need to understand that it is not our actions alone that bring about de-

sired results. In order for anything to happen, we expect other behaviours
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from the entities around us which we hope will yield the expected results.

For example, if I want a piece of information from the university archives,

I can go to the store and spend hours looking for the information, but I

will be better off trusting the database system to provide the information

I need. This means that our trustee should understand the environment

and be able to predict how it will react (whether other agents or objects in

the environment) to his actions to achieve the desired goals. In summary,

Trust requires Social Interaction.

The agent should be able to interact with the environment around him to

understand and also persuade or influence. It is the understanding that

our actions are never enough for anything to happen and the result of any

action will depend on the result of other agents interacting within the same

environment.

3. Planning:

A trustworthy agent controls resources; hence, this agent must not be short-

sighted, but should work purposively and with a long-term strategy. Plan-

ning also allows for complex and difficult goals to be considered.

Trust becomes crucial when we transfer resources. These resources may

be physical, financial, intellectual or temporal. Transferring the decision-

making ability -the focus of this study- means placing the power of com-

mitment with the trustee and that the trustee has full power to commit

resources. The trustee should have full understanding of the truster’s re-

sources and his willingness to commit these resources. Of course, this al-

location of resources depends on their importance in relation to the goals.

The trustee should understand how strategic and important the goal is

compared to the importance of the resources he is about to commit. The

trustee should also be able to look at the overall picture when making a

commitment. While the goal itself may not justify the commitment, achiev-

ing this goal may make a more important goal possible in future planning.

Consideration of whether there should be doubts if the goal to be achieved

merits the expenditure of resources required must also be given. Achieving

the goal facilitates the realisation of future goals.

4. Uncertainties/The Unknown:

Agents often work with incomplete information, inconsistent beliefs, and

uncertain outcomes. A methodology of action selection must address un-
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certainty.

With perfect information, an agent can be automated. However, in a world

of incompleteness and uncertainties, trust becomes important. In other

words, trust can be placed in situations where the agent will not be able to

achieve the goal without trusting other agents. For example, I will not be

able to fly to a destination unless I trust the pilot. This can also be seen

as when we are in a state where we have uncertainties; an action cannot

be made without a certain degree of trust in the trustee. This is another

capability our trusted agent should have.

5. Emotions:

We have considered trust based on beliefs where we trust someone when we

only believe he has the capabilities to deserve our trust. We cannot, how-

ever, always see Trust as based only on belief and facts: trust is sometimes

irrational and a product of emotions.

So, is trust a belief, i.e, a belief in someone’s trustworthiness? Many philoso-

phers presume that it is not [36, 69]. Holton [69] gives the example of

trusting a friend to be sincere without believing the friend will be sincere.

Arguably, if one already believes that to be the case, one would have no

need to trust the friend. It is also possible to believe that someone is trust-

worthy without trusting that person, which suggests that trust could not

merely be a belief in someone’s trustworthiness.

2.2 An Introduction to Multi-Agents

The field of Multi-Agent Systems emerged from Computer Science [113, 125]

to address the continuing need for intelligence [128, 130]. From a high-level

perspective, agents are computer systems that have the capacity to take actions

without any prior instructions and in response to the environment. Agents are

able to act in unfamiliar environments and deal with unclear situations that

they might not have clear instructions on how to handle. All of this is done

by providing those agents with a reasoning power to enable them to figure out

what to do in each and every situation rather than prescribing it. According to

Wooldridge [130][Page 15]:

“An agent is a computer system that is capable of independent actions

on behalf of its user or owner to satisfy its design objectives. A
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Multi-Agent System consists of multiple agents that interact with

each other. These agents will thus require the ability to cooperate,

coordinate and negotiate”.

Agents are autonomous entities that do not work on hard-coded programs but

are rather able to make decisions independently. This autonomy gives an agent

the power to adapt to unexpected events in its environment and where situations

require a decision and information to take that decision are incomplete in the

light of unknowns in the environment. This autonomy also allows for the social

and emotional aspects of Trust to be modeled in an agent.

Meyer [80] summarises agents’ properties into four parts:

1. Agents are situated in an environment.

2. Agents are able to react to unexpected situations arising in the environment.

3. Agents can proactively set and pursue their own goals on behalf of a user.

4. Agents are able to cooperate and socialise with other agents to achieve their

own goals.

We use a combination of Meyer’s [80] and Wooldridge’s [130] views as our

definition of an agent. So, an agent is a computer system that is capable of

independent actions on behalf of its owner to satisfy its design objectives. An

agent would have the ability to react to unexpected situations, sets and pursues

its own goals and can cooperate with other agents in the system to achieve its

own goals.

2.2.1 Belief-Desire-Intention (BDI)

Although not adopted in this thesis, BDI is a popular example of a reasoning

architecture in rational agents. Bratman [38] introduced intentions, which is a

state of affairs that an agent has chosen to commit to realising. This is com-

monly referred to in Multi-Agent systems as the BDI model. The BDI model of

human practical reasoning was developed as a way of explaining future-directed

intentions.

One use of BDI was presented by Georgeff and Lansky [65], who proposed a
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system, called Procedural Reasoning System (PRS), for reasoning about com-

plex tasks in dynamic environments.

PRS allows agents to consider not only goals but also beliefs and intentions; PRS

can also reason about its own internal state giving it the power to change its

own beliefs, desires and intentions. The main components of PRS are a database

that stores beliefs, a set of goals (desires and intentions), a set of procedures on

how to achieve goals (plan library), namely “Knowledge Area”, and, finally, an

intention stack, which is basically all the agent’s current intentions (the desires to

which it is currently committed or in other words its current plan). This system

has been implemented as a robot system in the role of an astronaut’s assistant.

For example, if this robot was asked to fetch a wrench, it would calculate the

procedure and perform it. If in the case of fetching the wrench a more important

event happened, such as an accident in the spaceship, it would reason that it

must abandon its current mission and react to the accident. Moreover, if it went

to the place where the wrench should be and failed to find it, it would also reason

as to where it might have gone and would be able to either return and report

it was missing or keep looking in more places where the wrench is likely to be [128].

Another use of BDI was presented by Wooldridge [127] where he introduced

a logic of BDI for describing and executing plans L. Rao and Georgeff [102]

introduced a modeling system to be used within BDI agents, which is basically a

formalisation of intentions based on a branching-time of possible worlds.

Rao and Georgeff [102] model the world using a time tree, which is a tempo-

ral structure with a branching-time future. Events then transform from a state

true at a time point to a state true at the next time point. Branches represent

the different choices the agent has at each point of time. Thus, if the agent at

one point has two branches labeled e1 and e2 respectively, this means that if the

agent chose the action presented by e1, he will move along the branch to the time

point at the end of e1.

Other agents, however, might lead to an unexpected state giving rise to inde-

terminacy.

Rao and Georgeff summarise their approach:

“We enforce this notion of compatibility by requiring that, for each
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belief-accessible world w at a given moment in time t, there must be

a goal accessible world that is a sub-world of w at time t”. [102][Page

474]

This is referred to as “Strong Realism” and builds upon a notion of realism of

Cohen and Levesque [43] who consider how the prevention of agents from adopt-

ing a goal that is believed to be unachievable.

There are three main elements that Rao and Georgeff address in their formalisa-

tion:

1. Intentions are treated as first-class objects on a par with beliefs and goals

and cannot be reduced.

2. They make a distinction between the choices available to agents and the

possibilities of outcomes from those actions.

3. They defined an interrelationship between beliefs, goals and intentions.

This helps in situations so that aspects of the outcomes which are not

desired need not to be seen as commitments of the agents.

2.3 Approaches to Trust in Multi-Agent Systems

In this thesis, the concept of Trust means the generic trust that we place as

users of the system in the complete agent system to take over more responsibil-

ities. Nonetheless, the concept of Trust appears also in multi-agent systems as

establishing the trust among agents in a distributed system.

2.3.1 Trust in Multi-Agent Systems

The concept of Trust in multi-agent systems concerns the need for Trust among

several autonomous agents. The need for trust among agents is mainly linked

to uncertainty: In the absence of information, Trust becomes more significant to

achieve the agent’s design objectives.

The need for Trust in multi-agent systems connects directly to its definition and

mainly the concepts of autonomy, flexibility, uncertainty and the need to react
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in a dynamic environment [117]. Two challenges in specific were identified by

Ramchurn et al [101]. First, agents are likely to represent different stakeholders

with different goals and aspirations. Second, given that such a system is open,

agents can join and leave at any given time avoiding consequences of their actions.

There are two ways to look at Trust: first, individual-level trust, where agents can

trust each other by reasoning about the reliability and honesty of the other agents.

This mainly occurs as the agent gets into several iterations of actions with the

other agent and can learn from the results of those iterations. Also, individual-

level trust can be acquired by reputation (the agent asking other agents in the

environment about the trustworthiness of the trustee agent). Moreover, the agent

could reason not about the trustee’s honesty but could also reason about its mo-

tivations and based on which decide on its trustworthiness [101].

Second, system-level trust where the rules of the system are sufficient to en-

sure Trust in interaction shifting the Trust from the individual to the system.

Such systems can enforce Trust by eliminating any gain that results by lying, the

reputation of the lying agent can be spread by the system or agents can be au-

dited as they enter the system for reliability and perhaps asked for a third-party

reference [101].

2.3.2 Delegation

Like Trust, delegation can be defined as entrusting a representative to act on

your behalf [91]. Agents act autonomously and with a certain degree of flexibil-

ity, nonetheless, most probably an agent would rely on other agents to achieve

some goals or in other scenarios those goals can be achieved easily and with less

cost if the agent had the ability to delegate some of its tasks.

Delegation can be done to a single agent or a group of agents and in the case of

issuing an imperative to a group of agents, this can either be distributively, for

example “all of you stand up” or collectively, for example “One of you shut the

door” [90]. Those imperatives might not necessarily be actions to be performed

or propositions to be achieved, they can be delegations of responsibilities for ac-

tions in progress or a state of affairs to be achieved.

Norman et al. [91] gives a number of possible distinct imperatives that a logic of

delegation can consider:
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I don’t care who achieves (state of affairs) A, but it must be achieved

I don’t care who does (action) α, but it must be done

You must, through your own, direct, intervention achieve A

You must, through your own, direct, intervention do α

You must ensure that A is achieved by someone other than yourself

You must ensure that α is done by someone other than yourself

The above imperatives revolve around either the distinction between actions

and state of affairs and whether or not to permit/forbid/enforce further delega-

tion. The work of Hamblin [67] introduces and discusses Imperatives extensively.

Hamblin indicates five features for an imperative: a time scale, a distinction

between actions and states, physical and mental causation, agency and agent re-

duction and intensionality.

Norman et al. adapts the concepts of Hamblin and develops a model of dele-

gation [91]. This model considers the distinction between actions and state of

affairs and monitors agent’s performance in terms of delegating tasks. This was

then extended by Norman et al. [90] to account for group delegations for the

difference between distributive and collective groups. The work in [92] then gives

a detailed logic of delegation with a detailed analysis of the logical, normative

and inferential aspects of agents.

2.4 Planning

Planning is a key consideration in achieving complex goals and it goes beyond just

prerequisites of those goals to considerations of joined planning to achieve multi-

ple goals and aligning among the different ways of achieving those different goals.

An important aspect of planning is that a plan specifies the steps to be executed

to reach a goal, but does not necessarily specify the full order of execution. So,

a Plan is a partial order on steps mostly referred to as “nonlinear planning” [114].

Chapman introduced a new planner “TWEAK” [40]. TWEAK has three lay-

ers: a plan representation, a way to make a plan achieve its goal and a control

structure. One concept in this model is incompleteness where the model starts

with an incomplete plan and builds toward its completion. This incompleteness

is either from a temporal perspective where the steps are known but how they

are ordered is not or codesignation constraint where steps themselves are not

specified.
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Some of the common terminologies in AI planning are: situations that are pre-

requisite to other situations are establishers, disallowed steps in the systems are

clobbers and steps that would make clobbers legal are white knights. In planning

situations (or what we call states) are a set of propositions. A problem is basically

the initial situation and the final situation. A goal is the set of propositions of

the final situation of the problem.

Most of the work that is taking place nowadays on planning can be routed back

to either: means-end analysis (GPS) of Newell et al. [88] and the action model

(STRIPS) of Fikes et al. [57]. The domain-independent approach of planning

though started with HACKER of Sussman [120] and nonlinear planners with

NOAH of Sacerdoti [114].

2.5 Argumentation in Artificial Intelligence

Argumentation is a method which can be used to perform practical reasoning. We

use argumentation when negotiating with another agent to promote our ideas, and

we also use argumentation to justify our own actions; where we weigh different

arguments, evaluate risks and see potential outcomes and then come up with

a justification good enough to make a choice. Agent communication through

argumentation is an approach widely adopted in AI [104, 33, 31, 100, 41, 126, 42].

We will now review the literature behind formalising argumentation.

2.5.1 What are Arguments?

Argumentation can be defined as: Argumentation is a set of assumptions where

we can derive conclusions [33].

Arguments are useful in handling conflict and uncertainty in the knowledge base

and can also be used for justification in decision making. In general, they provide

a way to approach non-monotonic reasoning [50].

A functional model of the evaluation of arguments, taking seriously the pro-

cedural and dialogical aspects of argumentation was addressed by Gordon et al.

[66] which provides a mathematical structure to determine the acceptability of

statements. Arguments in practical reasoning to perform an action can be ac-

cepted when providing premises on which a goal can be achieved through an

action. For example, by doing X, I will achieve Y then I should perform X [123].
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Argumentation depends on argumentation schemes which are stereotypical pat-

terns of reasons that presumptively justify a conclusion, subject to satisfactorily

addressing the critical questions of the scheme.

The methodology used in this thesis to address argumentation in practical rea-

soning is by regarding practical reasoning as a species of presumptive argument

based on a particular argumentation scheme: given an argument, we have a

presumptive reason for performing the action. This presumption however can

always be challenged and withdrawn [12] in the light of the critical questions

associated with the scheme. Challenging those presumptions is the way we can

identify alternatives, weigh differences, identify risks, and address inconsistencies.

The argument scheme forms the presumptive reason to justify an action. This pre-

sumption will include premises and conclusions and could be challenged through

critical questions in five different ways: denial of premises, existence of better

alternatives, existence of side effects, interference with other actions and finally

impossibilities relating to the conclusion.

2.5.2 Abstract Argumentation

An established method of abstract argumentation was proposed by Dung [50] in

which an argument is accepted and assessed according to the other arguments

which attack it and their attacker.

An argumentation framework is a finite set of arguments X, and a binary re-

lation between pairs of those arguments called an attack. Argument A is set to

be acceptable with respect to a set of arguments S if any attack by any other

argument is defeated (i.e., some argument in S attacks the attacker). A set S is

conflict-free if it does not contain any pair of arguments that attack each other.

Dung then introduces the notion of admissible Preferred Extensions, as maximal

admissible sets of arguments in a framework. An extension to Dung’s framework,

which is used here as the basis of the proposed methodology, is Value-Based Ar-

gumentation Framework (VAF) of Bench-Capon [28]. The basic principle in VAF

is that it allows arguments to be evaluated according to the social values they

promote by considering those values in the analysis of the evaluation.
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2.5.3 Argumentation and Practical Reasoning

Aristotle [11] gives an example of practical syllogism:

Dry food suits any human.

Such-and-such is a dry food.

I am a human.

This is a bit of such-and-such food.

This concludes to:

This food suits me. [103](Page 33)

Practical Reasoning is reasoning about what should be done according to some

set of criteria. These criteria often compete with each other and their impor-

tance is intrinsically subjective; thus, what should be done is always relative to

a particular agent in a particular situation from a particular perspective. Hare

emphasises the importance of motive:

“To get people to think morally it is not sufficient to tell them how to

do it; it is necessary also to induce them to wish to do it”.[68][Page

224]

One motive behind reasoning and deciding is suggested by Damasio, who says:

“It is perhaps accurate to say that the purpose of reasoning is deciding

and that the essence of deciding is selecting a response”.[45][Page 165]

This can be translated as the ability to reason intelligently in the context of

a particular environment about what actions are best. A more formal definition

is the one given by Bratman [38][Page 17]:

“Practical reasoning is a matter of weighing conflicting considerations

for and against competing options, where the relevant considerations

are provided by what the agent desires/values/cares about and what

the agent believes”.

So, Practical Reasoning is about intelligently selecting a response by inter-

acting with the environment. Moreover, this response is being selected based on

the agent’s goals, beliefs and values. Searle mentions:

“Assume universally valid and accepted standards of rationality, as-

sume perfectly natural agents operating with perfect information, and

you will find that rational disagreement will still occur; because, for
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example, the rational agents are likely to have different and inconsis-

tent values and interests, each of which may be rationally acceptable”.

[116][Page xv]

Different approaches took place to model argumentation in logic and BDI,

one of which is by Bench-Capon et al. [32] where the positive and negative

side effects are captured by accruing the applications of the practical syllogism.

Another approach is by Amgoud and Prade [8] where they build a methodology to

logically instantiate arguments from a knowledge base proposing characteristics

of the attack relation among arguments addressing possible conflicts. Amgoud

and Prade [7] incorporate the notion of strategy in modeling dialogues between

autonomous agents based on the beliefs and goals of the agent. Rahwan and

Amgoud [99] provide an argumentation framework for BDI agents that generate

consistent desires and plans for achieving those desires through arguing about

beliefs, desires and plans to evaluate the worth of desires and cost of resources.

We will however base our approach on the use of argumentation embodied in [14].

Audiences

Following on Searle’s view of rational disagreements, it is clear that differences

would sometimes occur between rational self-interested agents because each agent

would have a different view of the world around it and different values and in-

terests. Each point of view might be rationally acceptable. When an action is

chosen, whether the argument justifying the choice of action is acceptable or not

really depends on the aspirations and values of the agent to which it is addressed,

what Perelman[97] calls the audience.

“Each [party] refers in its argumentation to different values...the judge

will allow himself to be guided, in his reasoning, by the spirit of the

system i.e., by the values which the legislative authority seeks to pro-

tect and advance”.[97][Page 152]

This view of the audience has the significance of shifting the focus from the

beliefs of the speaker to those of the audience accounting for differences in opin-

ions. [12, 27]

Hunter [71, 72] has considered the notion of audiences in AI from the basic idea

that different audiences will have a different understanding of the environment.

He uses an argumentation framework to evaluate the believability of arguments

and build a preference model where arguments for an action can be compared
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to others according to the audience’s view. The work in [47, 48, 89] also uses

audiences to determine preferences.

Values

In sociology and philosophy, values are the principles, standards, or qualities that

guide human actions. Actions are not selected only by facts (not all rational peo-

ple make the same choices). Independent values always play a role. We do not

always make our decisions and reason based on facts and figures; rather, morals,

integrity, cultural values and other factors play a role.

Values are not built-in; rather, they evolve from dealing with the external world

and are dynamic and change with time and experience. So, values and how

one rates their importance can also be seen as a memory of expertise; or the

conclusion of a life-time experience.

Argument Scheme

Arguments are directed to a specific person or persons at a specific time. This

implies that arguments can be evaluated differently in different situations/states.

Walton [123] provides an argumentation scheme justifying actions in terms of

their consequence. This was elaborated in [12] in the following scheme:

In the current State R

Perform Action A

To get to State S

Achieving Goal G

Promoting Value V [12]

Arguments in practical reasoning suggest that an action should be performed

when providing premises at a certain state on which values can best be promoted

when achieving a goal through an action [12, 31].

We live with uncertainties and incomplete information where we cannot have

the facts necessary to determine an action. In such a case, argumentation can be

treated as a mean to reach a conclusion. Moreover, even if we assume that we

live in a perfect world where information is complete and available, we will still

have rational disagreement between agents with different interests where argu-
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mentation can play the role of mediation to reach the best acceptable agreement,

given the subjective perspective of the agents concerned.

Critical Questions (CQs)

In the previous subsection, we identified our argumentation scheme on the ba-

sis of presumptive justification of action, where we regarded practical reasoning

as species of presumptive argument. By this approach we have the ability to

challenge and withdraw the presumptive justification. An agent who does not

accept an argument can challenge and provide counter arguments to show that

it is faulty. The attack on practical arguments can come from four critical ques-

tions in Walton [124]. An attack can promote alternative directions, question

the truthfulness of the premises upon which the argument was built, argue the

importance of the goal the argument is trying to achieve and mention destructive

side effects. Atkinson expanded these concerns into sixteen Critical Questions

(CQs) reflecting a more nuanced view of the scheme, which can be seen as the

guidelines to define attacks later in the Value-Based Argumentation Framework

(VAF)[12].

• CQ1: Are the believed circumstances true?

• CQ2: Assuming the circumstances, does the action have the stated conse-

quences?

• CQ3: Assuming the circumstances and that the action has the stated con-

sequences, will the action bring about the desired goal?

• CQ4: Does the goal realise the value stated?

• CQ5: Are there alternative ways of realising the same consequences?

• CQ6: Are there alternative ways of realising the same goal?

• CQ7: Are there alternative ways of promoting the same value?
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• CQ8: Does doing the action have a side effect which demotes the value?

• CQ9: Does doing the action have a side effect which demotes some other

value?

• CQ10: Does doing the action promote some other value?

• CQ11: Does doing the action preclude some other action which would pro-

mote some other value?

• CQ12: Are the circumstances as described possible?

• CQ13: Is the action possible?

• CQ14: Are the consequences as described possible?

• CQ15: Can the desired goal be realised?

• CQ16: Is the value indeed a legitimate value?

CQ1-CQ4 concern the denial of premises while CQ5-CQ7 explore alternatives.

CQ8-CQ10 address side effects. CQ11 deals with interference with other actions.

CQ12-CQ16 are disagreements relating to impossibility.

Action-Based Alternating Transition System (AATS)

A commonly used logic in Multi-Agents Systems is Alternate-Time Temporal

Logic (ATL) [1], which is a logic of cooperative ability intended to support rea-

soning about the powers of agents and the coalition of agents in game-like Multi-

Agent Systems. This was extended by Wooldridge and Van der Hoek [132] to

Normative Alternate-Time Temporal Logic (NATL), which allows representation

of normative aspects. A normative system is a set of constraints on the actions
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that may be performed in any given state and defines whether or not the action

is legal for every possible system state and action. The semantic structure under-

pinning ATL is known as Action Based Alternating Transition Systems (AATS).

AATS was introduced in Wooldridge and Van der Hoek [132] as a foundation

to formally describe a system in which several agents combine to determine the

transition between states. In Wooldridge and Van der Hoek [132], an AATS with

n agents is an (n+7) tuple. This was then extended by Atkinson and Bench-

Capon in [14] to include the notion of values so that each agent has a set, Av, of

values drawn from an underlying set of values V, and every transition from the

set Q may either promote, demote, or be neutral with respect to those values.

The states of the AATS represent possible states of affairs and the transitions

between them through joint actions, that is, actions composed from the individ-

ual actions of the relevant agents. Thus, if two agents can each independently

choose one of three actions, there will be nine possible joint actions. Atkinson

and Bench-Capon [14] extended the AATS model to include and describe values.

A full description of AATS is given in Chapter 3.

Value-Based Argumentation Framework (VAF)

VAF was introduced by Bench-Capon [28] to represent rational disagreement by

extending Dung’s Argumentation Framework with the inclusion of values. Many

studies took place on VAFs in the past few years [31, 32, 29, 82].

A vaf is defined by a triple 〈H(X,A), ν, η〉, where H(X,A) is an argumenta-

tion framework, ν = v1, v2, ..., vk a set of k values, and η : X → ν a mapping

that associates a value η(x) ∈ ν with each argument x ∈ X. A specific audience,

α, for a vaf 〈H, ν, η〉, is a total ordering of ν. We say that vi is preferred to vj

in the audience α, denoted vi �α vj , if vi is ranked higher than vj in the total

ordering defined by α [54].

One significant benefit of VAFs is that they allow differentiation between au-

diences. By associating arguments with values, we are able to give weight to

different arguments, thus allowing us to choose whether an attack is successful

or not by comparing the importance of the value promoted by each argument.

The Preferred Extension of a VAF is then the maximal conflict-free subset S
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of arguments so that no argument defeats any other argument in S for that au-

dience.

2.6 Emotions

“The influence of emotions upon beliefs can be viewed as the port

through which emotions exert their influence upon human life. Be-

liefs fueled by emotions stimulate people to action, or allow them to

approve of the actions of others in political context”. Frijda [61][Page

1]

Emotions play a big role in our everyday decision making. One can argue that

emotions should not be an important part of a decision-making system. However,

we do not live in a perfect world where everything about the environment is known

and all behaviours from others are predictable. Rather, because we live in a world

that is full of uncertainties, we cannot be sure about our actions given only the

rational aspect of evaluating them. Damasio suggests:

“Emotions and feeling, along with the covert physiological machinery

underlying them, assist us with the daunting task of predicting an

uncertain future and planning our actions accordingly”.[45][Page xiii].

Moreover, the combination of all emotional aspects makes us distinctive in

who we are and hence how we Trust each other. So, emotional values can help

in the confidence issues that we raised earlier. Building an agent with emotional

features gives it an identity that one can trust.

“Emotions and feelings can cause havoc in the process of reasoning

under certain circumstances. Traditional wisdom has told us that

they can, and recent investigation of the normal reasoning process

also reveal the potentially harmful influence of emotional biases. It

is thus even more surprising and novel that the absence of emotion

and feeling is no less damaging, no less capable of compromising the

rationality that makes us distinctively human and allows us to decide

in consonance with a sense of personal future, social convention, and

moral principle”. Damasio [45][Page xii]

Ultimately, people do use emotions in decision making, where purely rational

decision making is mistrusted as ‘cold’ or ‘inhuman’ is evidence that emotions

must have some beneficial effect. If emotions had no evolutionary value, we would
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all be completely rational within our limitations.

Several approaches have been proposed to model emotions. The Emotional Belief-

Desire-Intention (EBDI) model built by Jiang and Vidal [74] is based on the

BDI model of Bratman [37] by incorporating an emotional function. Reilly’s

[107] decision-making model is dependent on emotions and targeted to express-

ing them rather than influencing a decision. Padgham and Taylor [94] present a

system built to treat emotions with goal-oriented behaviours trying to build the

personality aspects of agents. The work of other researchers [119, 46, 119] gives

us a formalisation aimed at reducing the nondeterminism in an agent’s decision

making.

The methodology this thesis offers builds the emotional system within an argument-

based model, giving it the ability to evaluate the arguments from both rational

as well as emotional perspectives and, moreover, determine the degree to which

decisions are influenced by emotions.

2.6.1 Frijda’s Account of Emotions

Frijda [58, 60] claims the existence of six basic emotions (desire, happiness, inter-

est, surprise, wonder and sorrow). Another important aspect of emotions is the

level of their effect to the decision-making process. Frijda says:

“As to the law of change itself: the greater the change, the stronger the

subsequent emotion. Pleasure after suspense is considerably stronger

than what the same event produces without prior uncertainty”. [60][Page

11]

Frijda [58] gives a definition for the emotions process, beginning with the

stimulus to influencing a decision. Emotions are also preconditions for ensuring

the satisfaction of the system’s major goals [62].

“Emotions alert us to unexpected threats, interruptions and oppor-

tunities” [59][Page 506-507]

Another important aspect that Frijda [58] mentions is that the degree of

difference in prior expectancy and stimulus affects the reaction to the event.

2.6.2 The Ortony, Clore and Collins (OCC) Model

Another factor to consider in decision making is the personality of the agent

or simply the different emotions the agent possesses and how they are related.
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Ortony, Clore and Collins (OCC) [93] addresses the structure of emotions and

how they are related and identifies twenty-two emotions organised into a hierar-

chy. The OCC model also provides a specification of the conditions which give

rise to each emotion in terms of the notions of objects, events and actions. The

OCC model includes notions of intensity of emotions, and identifies a number of

variables that influence the intensity of the emotions experienced.

The OCC model is well suited for computational implementations. Other re-

searchers (e.g., Reilly [110, 109, 106, 107]; and Steunbrink et al. [80, 81]) have

implemented versions of these models. Reilly used OCC specifically to build

agents that are Believable. His main aim was to have agents that can be useful

for artistic nature as actors in a play for example. Steunbrink et al. purposes

of modeling emotions are similar to ours in that they were aiming at improving

decision making and they use OCC to implement a deliberation and decision lan-

guage for agents to use. In this thesis, I model emotions and use OCC to basically

support decision making through influencing the agents preference. The OCC

model specifies a clear hierarchy of emotions where twenty-two basic emotion

types are organised into groups. Each emotion is elicited through a defined set

of conditions on the basis of actions, goals and values. This model has attracted

computer scientists as it provides flexibility in implementation and expansion. It

provides generic views of basic emotions that then can be extended to include

complex emotions or shortened to a subset of those emotions. Detailed definitions

of emotion types are given in Appendix C.

2.6.3 Reilly’s Model of Emotions

Reilly [107] has introduced a methodology to implement the OCC model where

emotion generators are the set of rules that take the input of the agent and en-

vironment and produce emotion structures. Emotion storage takes the emotion

structures and defines how they will be combined and decayed, (i.e., how the

agent will deal with more than one emotion structure at a time and how long it

will take until this emotion fades away). Emotion expression is mapping emo-

tions to behavioural features. Emotion actions are how emotions affect goals,

plans and actions.

Reilly’s objective in his model was to serve the art community by creating emo-

tional characters for artistic modeling where the objective in this thesis is to use

emotions to support decision making. Reilly identifies how emotions take place:
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1. Cognitive-Appraisal Emotions: emotions happen as we evaluate the state.

2. Reflex Emotions: emotions as a direct reflex to a sudden change in the

environment.

3. Social Contagion: emotions as a result of a common emotion by most of

the surrounding agents.

In his model of emotions, Reilly introduces the notion of threshold, where

different emotions have different weights that change according to events taking

place in the environment. This change in emotions weights is different from one

agent to another. This notion of threshold is important. Although we would like

an agent to be accountable for the emotional aspects of decisions, it is important

to be able to control how much the particular emotional response of an agent

affects these decisions. We need the emotions to have an effect, but not for the

agent to be so volatile as to make it entirely inappropriate.

Stuenbrink et al [119] presented a formalisation of OCC and formally defined

the twenty-two emotions in terms appropriate to BDI agents. We use their defi-

nition (after adapting it to AATS) later on in Chapter 5 (definition 5.1).

2.7 Decision Theory, Game Theory, and Value-Based

Argumentation

Other popular approaches to decision making include game theory and decision

theory.

Game theory has been adopted as a mathematical approach to analyse inter-

actions between self-interested agents [34, 131]. The basic concept behind game

theory is that in order to find the best decision to be taken we must first evaluate

the outcome of other actions performed by other agents in the environment, only

then, we can guarantee a best decision [95]. One of the early adopters of game

theory to solve coordination problems was Rosenchein [111] and in negotiation

[77, 112, 115].

Decision theory is a set of mathematical techniques for making decisions about

what action to take when the outcomes of the various actions are not known [96].

It can also be viewed as a one person game (for example, Bayesian networks in

[10], the influence diagram in [70]).

44



Both decision and game theories describe the notion of the best action as the

action that maximises the utility of the agent.

The notion of Value-Based Argumentation Frameworks (VAFs) is an extension

of the standard Argumentation Frameworks originally proposed by Dung, which

is able to show how rational decisions are possible in cases where arguments de-

rive their force from the social values their acceptance would promote instead of

maximising the utilities as in decision and game theories.

1. Acceptability

Game and decision theories aim at finding the set of actions that will max-

imise the utility of the decision maker which can be viewed as the com-

putation of probabilities and values for these actions; where VAF is aimed

at finding the set of actions that is not necessarily the best, but rather

accepted by the audience, hence, promoting the agent’s trustworthiness.

2. Positions can be justified

“Negotiating using a particular game-theoretic technique might make it

very hard to understand how an agreement was reached” [130][Page 148].

The main aim of this study is to increase confidence in the decisions an

agent makes. Hence, a proper justification of each direction is a necessity.

The kind of decisions we will usually refer to are the decisions we allow

agents to take on our behalf. Argumentation-based approaches give us the

ability to relate to the decisions agents make.

3. Positions can be changed

Utilities in game theory are usually fixed and assumed to stay the same

during the whole process. From a human-rationale perspective, this is not

true as we tend to change our values and preferences along with the nego-

tiation process. These preferences are dependent on how secure they are

and what kind of side effects they may have. Moreover, such changes need

to be explicable as appropriate responses to events.

2.8 Summary

This chapter started by explaining the main motivation behind this study as we

are trying to find a way to make us (humans) trust agents’ actions and decisions
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more so we can assign more critical and/or sensitive tasks to them.

Intelligent autonomous agents are entities that have the capability to interact

with other agents. Those agents do not work on predefined plans, but rather

reason about their action given certain inputs as they go along. They have a

sense of freedom where actions and plans are made by the agent for the agent to

satisfy his design needs.

Trust based on beliefs, simply assumes that the trustee will never betray us and

it includes transferring authorities and also understanding that this Trust we are

placing on the agent is crucial to the decision process and our agent cannot do a

good job without it. Moreover, when trusting someone we should be better off

than not trusting him.

And then we argued that Trust is not always gained through beliefs and some-

times it is an emotional state. So, Trust can either be based on beliefs (proving

that someone is trustworthy) or based on emotions (someone is just a friend of

mine, or his smile and attitude show that he is trustworthy), or as we believe a

combination of both. As even if we believed someone is trustworthy, we would

not trust him with important decisions that might affect us if we have feelings of

hatred toward him.

As a conclusion to the Trust discussion, we said that in order to build an agent

which is trustworthy, the five elements below need to be incorporated in the

decision-making process in this agent:

1. Practical Reasoning:

The ability to evaluate options and their likely effects. We defined Practical

Reasoning both in the eyes of philosophers and computer scientists. The

importance and logic behind argumentation was then introduced along with

the work of Dung in Argumentation Frameworks (AF) and then the exten-

sion of Bench-Capon in VAF. All of this was then formalised by Atkinson

who also added the concept of Critical Questions (CQs). The formalisa-

tions were introduced based on AATS and the main basic definitions that

are relevant to this study were also mentioned.
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2. Social Interaction:

The agent should be able to interact with the environment around him to

understand and also persuade or influence. It is the understanding that our

actions are never enough for anything to happen, and everything we do,

we expect something else to happen for our desired result to happen. For

example, I can decide to drive to work today, but this depends not only on

me but also on the car actually moving as I expect it to.

3. Planning:

Bratman believes that the ability to plan is what makes us human. A

trustworthy agent will have control over my resources and hence we want

to make sure that this agent is not shortsighted, but rather works pur-

posively and with a long-term strategy that matches mine. Planning also

allows for complex and difficult goals to happen.

4. Uncertainty and Incompleteness:

If I know that the agent is working with perfect information and clear prede-

fined actions with clear and assured results we will have no problem trusting

that agent. Agents however always work with incomplete information, in-

consistent beliefs and moreover are not always sure about the outcome of

his actions. A methodology of action selection must address these problems

and so address uncertainties. One aspect here is the importance of adapt-

ing to the world through learning. Another aspect is Atkinson’s Critical

Questions (CQs), which address uncertainties in argumentation by a full

consideration of the possibilities.

5. Emotions:

Emotions also are very important. This work will show how the methodol-

ogy of decision making introduced can sufficiently accommodate emotions

and how it can apply emotional theories and practices in VAF.

2.9 Introducing Part I: Trust as a product of Beliefs

Philosophy suggests that Trust is based on two considerations: the basis of be-

liefs is where our beliefs in the abilities, experience, ...etc of the other person to

achieve a certain goal makes us trust him. The second is emotions where a person

with emotional feelings and with the ability of weighing matters with emotional
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consideration is better trusted (for example, we trust our friends perhaps in some

matters more than anyone else only on the basis of the friendship and emotions

we have toward them). Beliefs are about whether someone can perform an action,

where emotions relate to whether they will choose to do so.

The work from now on will be divided accordingly into two parts: Part I, which

comprises the following two chapters, will introduce a methodology of action se-

lection that would account for agents’ beliefs (Chapter 3) and then gives a detailed

experimental study (Chapter 4) where the methodology is tested and evaluated.

Part II, which will follow in Chapters 5 and 6 will extend this methodology

to incorporate emotions and extend the experimental study to explore the effects

of emotional considerations on the decision-making process.
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Part I

Trust as a Product of Beliefs
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Chapter 3

The Decision-Making
Methodology

In Section 2.1, a trustworthy decision was described as a product for both beliefs

and emotions. Five elements were identified for a trustworthy decision: the first

four relate to decisions as a product of beliefs, and the last is related to emotions.

This chapter addresses the first four.

A methodology of action selection using presumptive argumentation is intro-

duced here. The methodology aims at reaching a decision that meets the agent’s

goals and aspirations based on its beliefs and value preferences.

The methodology has five steps, four of which are based on the work of Bench-

capon and Atkinson [29], [22] and [12]; the fifth is introduced here to complement

and address the aspects that this thesis considers.

As the work builds on Value-Based Argumentation Framework (VAF), Section

3.1 starts by proposing an extension to the argumentation scheme and various

related issues. Section 3.2 describes the five-step approach used in the method-

ology of action selection, as well as the basic formalisations and a brief example

for illustration. Section 3.3 summarises the work and its relation to the basic

elements of Trust. The summary also connects the work of this chapter to the

next.
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3.1 Development of Value-Based Argumentation and
Critical Questions

This section explains the contribution of this methodology to the existing research

on VAFs. First, an overview of VAFs with an explanation of the major points

of concern and how these are then addressed in this methodology is presented,

followed by an introduction to the methodology.

3.1.1 Overview of VAF Elements

In practical reasoning, argumentation is used to justify proposals for action. Ar-

guments for action often face counter arguments for different proposals that defeat

them. On the other hand, weak arguments might be supported by other stronger

arguments. So, due to these stronger arguments, weaker arguments become justi-

fied. For example, when a researcher writes a paper, this action may not yield any

beneficial result unless it is supported by another argument: this paper should

then be published, which makes the argument to write the paper much stronger.

The notion of Argumentation Framework (AF) was introduced by Dung [50]

to allow for the evaluation of arguments in the context of a set of arguments by

building a relationship model between them (Chapter 2.5.2). A number of de-

velopments of Dung’s model, extending the interpretation of argument relation,

have been proposed (e.g., Preference-Based Argumentation Frameworks (PAF)

[5], bipolar [6], ...etc). We use the development proposed by Bench-Capon [28] in

which a relation between arguments and the various social values they promote

is presented. Those values are ordered to allow each argument in the relationship

model to be preferred over other arguments according to an audience (defined

as an ordering of values), which determines whether attacks succeed or fail. The

use of VAFs requires values to be associated with arguments. This can be done

using the argument scheme for practical reasoning developed in [12], the formal

definition of VAFs was given in Chapter 2.5.3.

In [12], Atkinson builds on Walton’s [123] sufficient condition scheme for practical

reasoning and extends it to the following argument scheme:

In the current circumstances R,

We should perform action A,

To achieve circumstance S,

Achieving goal G, which will promote the value V.
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At times, however, an action does not necessarily promote any values or achieve

any goals, but simply enables another action that would promote a more preferred

value with respect to the audience. Saying that, it is not enough to consider the

performance of the action itself, but the sequence of actions that might follow per-

forming this action. The argumentation scheme proposed then slightly changes

to:

In the current circumstances R,

We should perform action A,

To achieve/enable achievement of circumstance S,

Achieving/enabling achievement of Goal G,

which will promote/enable the promotion of the value V.

Arguments are formed by instantiating this scheme. Those arguments are then

subjected to sixteen Critical Questions (Section 2.5.3) which give rise to counter

arguments, and Action-Based Alternating Transition System (AATS) is used as a

foundation to model the domain and allow the generation of both arguments and

counter arguments using the techniques of [14], also explained earlier in Section

2.5.3. AATS formalisations are given in Definition 3.1.

When discussing the consequences of actions, it should be noted that the result of

any action performed also depends on what the other entities in the environment

will do. The performance of one action might have different outcomes depending

on what joint action it will be part of.

The methodology defines the argumentation problem and formalises it as an

AATS, which is used to generate an argumentation framework which can be eval-

uated as a VAF. A further step is introduced here (step number 5) to account

for uncertainties, future actions, and calculations of probabilities in consideration

of single actions, where the result is a set of accepted arguments that presents

acceptable actions at each stage of the decision-making sequence. These pos-

sibilities are sequenced using the criteria of safety, opportunity and threat to

determine the best order in which to execute the actions.

3.1.2 A Methodology for Decision Making

The methodology passes through five steps:
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1. Formulating the Problem: Produce a formal description of the problem

scenario to give all relevant possible actions, values and related factors that

may influence the decision. This is accomplished by building an AATS

appropriate to the problem.

2. Determining the Arguments: On the basis of the AATS, arguments provid-

ing justifications of the various available actions are identified through the

argument scheme. Counter arguments are identified using a subset of the

Critical Questions as interpreted in the terms of an AATS.

3. Building the Argumentation Framework: in this step, the arguments and

attacks between them are organised into an Argumentation Framework.

Because the argument scheme associates arguments with the values they

promote or demote, arguments can be annotated with these values, yielding

a VAF.

4. Evaluating the Argumentation Framework: The arguments within VAFs

are evaluated for acceptability with respect to the specific audience rep-

resenting the decision maker, characterised by the ordering of values sub-

scribed to by the agent making the choice.

5. Sequencing the Actions: The set of actions acceptable to the agent in the

previous stage is now put into a suitable order for execution.

3.2 The Decision-Making Model

This section gives details of the five-step methodology described briefly in Section

3.1.2. Each subsection presents a step. The previous work is mentioned and then

the contribution made by this thesis is detailed and formalised.

3.2.1 Formulating the Problem

In this first step, the problem is formulated as an Action-Based Alternating Tran-

sition System (AATS), as described in [15]. AATS was introduced as a foundation

formally to describe a system in which several agents combine to determine the

transition between states (see Section 2.5.3). An AATS is defined by Wooldridge

and Van der Hoek [132] as an (n+7) tuple where n is the number of agents.

Atkinson and Bench-Capon [15] expand upon this idea to include the notion of

values, so that each agent has a set of values, Av, drawn from an underlying set

of values V, and every transition between members of the set Q of different possi-

ble states may either promote, demote, or be neutral with respect to those values.
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To present a particular problem, we first describe relevant situations using a

set of propositional variables. The variables which are true at a given stage cor-

respond to different possible states of the system. Only valid combinations are

included in states. Thus, given P,Q and the knowledge that P → Q, only those

states will be used. Using knowledge in this way is useful to control the prolifer-

ation of others. Next, we identify the relevant agents, different possible actions

the agents can perform, and how these move between states with each transition

representing a joint action of the agents involved. Finally, we identify the values

and relate them to the transitions between states.

A tree of possible future states can be derived from AATS. Given an initial state

denoted q0, we can construct a tree representing possible future states with q0

as the root. The next level (level 1) of states below q0 are all the possible states

that would occur given the performance of the different joint actions identified

earlier and possible for the agent at q0.

Definition 3.1. [14]

An AATS is a (2n + 8) element tuple:

S=〈Q, q0, Ag,Ac1, Acn, Av1, Avn, ρ, τ,Φ, π, δ〉

Q is a finite, non-empty set of states

q0 = qx ∈ Q is the initial state

Ag = {1, ..., n} is a finite, non-empty set of agents

Aci is a finite, non-empty set of actions, for each i ∈ Ag (where Aci

⋂

Acj = ∅

whenever i 6= j)

Avi is a finite, non-empty set of values Avi ⊆ V , for each i ∈ Ag

ρ : AcAg → 2Q is an action precondition function, which for each joint action

α ∈ AcAg defines the set of states ρ(α) from which α may be executed

τ : Q × JAg → Q is a partial system transition function, which defines the

state τ(q, j) that would result by performing j from state q - note that, as

this function is partial, not all joint actions are possible in all states (cf.

the precondition function above)
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Φ is a finite, non-empty set of atomic propositions

π : Q → 2Φ is an interpretation function, which gives the set of propositions

satisfied in each state: if p ∈ π(q), then this means that the propositional

variable p is satisfied (equivalently, true) in state q

δ : Q × Q × AvAg → {+,−,=} is a valuation function which defines the status

(promoted (+), demoted (−) or neutral (=)) of a value vu ∈ AvAg ascribed

by the agent for the transition between two states: δ(qx, qy, vu) labels the

transition between qx and qy with one of {+,−,=} with respect to the value

vu ∈ AvAg

In our approach, this modeling is step one in the methodology of action se-

lection. The output of this step can best be shown as a graph (see Figure 3.1).

As an extension to the basic AATS modeling, this methodology considers not

only the direct successors of the state where the decision is being made, but also

more remote future states. Such consideration allows for the accommodation of

the concepts of Establishers in AI Planning. Establishers are the prerequisites for

a state of affairs to occur. So, a state that promotes publication has usually an

establisher of another state that would first have a paper written and a successful

registration at a conference (for example, in figure 3.1 q3 is an establisher for q7).

Example: The Head of the Department (HoD) Dilemma

A department head is about to make a decision to send a student to a conference,

send him for training, or ask him to write a paper that could then be published.

Sending the student to a conference would promote the value ‘Attendance’ (v1);

sending the student to training would promote the value ‘Knowledge’ (v2). Ask-

ing the student to write a paper and then sending him to a conference would

promote ‘Publication’ (v3).

In Figure 3.1, the states below level 1 are future states that then form possibilities

from all different states and help the agent reason not about his direct actions,

but also about the possible effects of those actions, and the actions they will

enable. For simplicity, we make the assumption in this example that a student

will not have time to write a paper if he attended training, so, after a training

course the only possible action is to go directly to a conference without preparing

a paper. We also assume that when a student is registered for a conference, he

can only write a paper afterwards in preparation for that conference and will not
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have time to attend training. Nonetheless, when the student is firstly asked to

write a paper, he will be able to choose among the two different options (Training

or Conference).

The different states are then linked together with their parent states by the

joint actions that would cause them to occur. For example, q0 and q1 are linked

with an arrow pointing at q1 indicating that a transition is possible from q0 to

q1, this arrow is labeled (Train) indicating that the joint action that would in-

stantiate such a transition is when the HoD asks a student to go to training and

the student obliges. The arrow is also labeled v2, which is the value that such

a transition would cause (experience). Each box represents a state and has the

state name (q0, q1, ...etc) and also the propositions that are true at that state

(has a paper written, is registered for a conference, attended a training course,

...etc). In our example, although labeled differently, q5 and q7 are the same state

where the HoD has realised the same propositions but in a different order. In our

approach so far we differentiate among states only by the propositions that are

true at that state not by how the state was reached or when.

In AI Planning situations are a set of propositions that denote a state of af-

fair which we refer to here as a state. The concept of a problem in Planning is

basically the initial situation and the final situation where the goal is realised. In

our formulation the initial situation is basically q0 and we differ in concept from

Planning in that we do not specify final situations in our definition of a problem

but we rather look at value important to the agent being realised regardless of

what final situation (state) they could be realised in.

3.2.2 Determining the Arguments

Now, the problem is formulated into an AATS, and all possibilities are identified.

This subsection introduces step two of the methodology, where the arguments

are built and formalised.

The method of justifying actions is built in terms of presumptive justification

through an argument scheme, followed by a process of critical questioning to see

whether the presumption can be maintained, as described by Walton[123]. We

use the argument scheme presented by Atkinson et al[22], which specifically ex-

tends the sufficient condition scheme of Walton [123] to enable discrimination

between the effects of an action (the consequences), the desired effects (the goal),
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Figure 3.1: The AATS Model of the example

and the reason why these effects are desired (the value).

Thus, the argument scheme is as follows: in the current state, the agent should

perform action A to reach a new state in which goal G is true, promoting value

V in terms of an AATS, this can be defined as:

Definition 3.2. [22]

The initial state q0 is qx ∈ Q;

Agent i ∈ Ag should perform αi, consistent with the joint action jAg ∈ JAg where

jAgi
= αi,

so that τ(qx, jAg) = qy,

pa ∈ π(qy) \ π(qx) and

for some vu ∈ Avi, δ(qx, qy, vu) = +.

The methodology presented uses this as the second step after formulating the

problem scenario in an AATS model.

Arguments can be created from the AATS model (previous step) easily. Each

link between connected states presents a transition; each transition which pro-

motes a value provides an argument justifying the joint action presented by this

transition. If the link promotes more than one value, each value is used to produce

a separate argument (see Figure 3.2). Some values would require more than one
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transition to be realised as they would require multiple actions. In our example

v3 (Publication) would only be promoted if the student had registered to attend

a conference and at the same time has written a paper for that conference, it is

not sufficient to just write a paper in order to promote Publication (in figure 3.1

Publication (v3) is promoted either by the transition to q2 then q5 or q3 then

q7).

Figure 3.2: The different arguments of the example

An aspect we add in this methodology to the work of Atkinson is the notion

of Uncertainty where consequences of actions are not always entirely predictable.

In this case, actions are executed aiming at a certain result, which often will not

come about because it has dependencies on other actions performed by other

agents.

When an agent performs an action where the results solely depend on itself, it is

very easy to assume the resulting state. However, for example, when a teacher

asks a student to write a paper, the student may or may not succeed, and so

the teacher cannot be certain which state will be reached. There may also be

uncertainty about the initial state: if an action is performed in a state other than

the one assumed, the state reached may be different. So, when a joint action is

performed at any state, the result is known and predicted, but when we are sure

about only a subset of this joint action, for example, an individual action might

have different possible states that result depending on what the other agents in
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the joint action do.

To address uncertainty properly, we add a new formulation in Definition 3.3,

where we define τ a function that yields the different possible states that might

result by performing a single action.

Definition 3.3. Given a sequence J = j1, j2, ...., jn of joint actions involving

agent Ai

the action sequence for agent Ai is α = α1, α2, ..., αn

where αj ∈ ACi is the action performed by Ai at step Jj

τ : Q × ACi → Q where:

τ(q, αx) = q′ : ∃ a joint action j with αx = action performed by Ai in j such

that τ(q, j) = q′

This extension to the argumentation model allows:

1. Considering possibilities when deciding on the course of action to be taken.

If an action is desirable but might have a potential of not reaching the

desirable state, this action might be replaced with another one that has

a more reliable outcome. For example, if Agent A (AgA) would like to

go to London to see a play and can take his car or catch the train. We

would say that there are two arguments (ArgTrain and ArgCar). Going

with the car will be faster in the best case: AgA knows for sure that if he

chooses ArgTrain, he will reach London on time, while ArgCar might have

two possible results as he is not sure about the directions or the traffic

conditions. Even if going by car is faster, it might not result in the desired

goal of attending the play. Thus, AgA might choose the train if unwilling

to accept that risk.

2. Estimating probabilities of whether the desired goals are achieved.

As this methodology aims at finding the best sequence of actions possible, the

account of uncertainty will help us choose the best possible sequence of actions.

For example, if the methodology results in the actions a,b,c,d being justified, the

sequence adcb might yield a higher probability of achieving the result than abcd.

Example: The Head of the Department (HoD) Dilemma

Figure 3.2 shows the different arguments available to the HoD at various stages.

The HoD has a choice of values to promote by either sending the student on a
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training course or sending him to a conference. Asking him to write a paper will

not itself promote any values, as he has also to go to a conference afterwards.

Our joint action here is represented by the HoD asking the student, who can

comply or refuse to do something. If the joint action is (HoD: Send a student to

training; Student: Succeeds), we then reach q1, but if it is (HoD: Send a student

to training; Student: Fails), we remain in q0.

3.2.3 Building the Argumentation Framework

In this step, we link the different arguments together, using the work of Bench-

Capon and Atkinson et al.[29] and [14].

The previous step gave us a number of arguments associated with values and

a set of attack relations. These can be organised into a Value-Based Argumen-

tation Framework (VAF). Figure 3.3 extends the view of Figure 3.2 and turns it

into a VAF. Looking back at the Critical Questions (CQs), the relationship with

different arguments can then be identified.

Two concepts are critical in this step: VAF and CQs.

Value-Based Argumentation Framework (VAF): VAF is an extension of

the Argumentation Framework that allows for values to be associated with

arguments. This allows arguments to be given different strengths accord-

ing to preference ordering of values for a particular audience. This allows

conflicts to be resolved differently by different audiences.

Definition 3.4. [31]

A VAF is a triple < H(X,A), ν, η >, where H(X,A) is an argumentation

framework, ν = v1, v2, ..., vk a set of k values, and η : X → ν a mapping

that associates a value η(x) ∈ ν with each argument x ∈ X. A specific

audience, α, for a VAF < H, ν, η >, is a total ordering of the values ν. We

say that vi is preferred to vj to the audience α, denoted vi �α vj , if vi is

ranked higher than vj in the total ordering defined by α.

Critical Questions (CQs): CQs were introduced by Walton [123]. Atkinson

then [14] identify a set of sixteen CQs relevant to the argument scheme.

CQs challenge the presumptive conclusion of an argument scheme. Each

scheme is associated with a characteristic set of CQs. These questions can

identify five kinds of attacks:
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1. Denial of Premises: Questioning the validity of the information given.

2. Alternatives: Considering other possibilities that would have better or

equal results.

3. Side Effects: Asking how this action would affect other elements in

the environment.

4. Interference: Asking if this action would disturb other actions in any

way.

5. Impossibility: Questioning the possibility of stated actions, values,

goals or states.

CQs are now used to address the factors that may lead to the presumptive

justification being overturned. In Atkinson et al.[22], sixteen CQs were

identified, but in any given scenario, not all of them will be relevant. For

our purposes, we need to consider only six as some of the questions concern

problems of language or epistemic matters that do not apply to a single

agent. These are defined in terms of an AATS in Definition 3.5.

Definition 3.5. [15]

CQ1: Are the believed circumstances true?

q0 6= qx and q0 /∈ p(αi).

CQ11: Does doing the action preclude some other action that would promote

some other value?

In the initial state qx ∈ Q, if agent i ∈ Ag participates in joint action

jn ∈ JAg, then τ(qx, jn) is qy and δ(qx, qy, vu) is +. There is some other

joint action jm ∈ JAg, where jn 6= jm, such that τ(qx, jm) is qz, such that

δ(qx, qz, vw) is +, where vu 6= vw.

CQ2: Assuming the circumstances, does the action have the stated consequences?

τ(qx, jn) is not qy.

CQ7: Are there alternative ways of promoting the same value?

Agent i ∈ Ag can participate in joint action jm ∈ JAg, where jn 6= jm, such

that τ(qx, jm)isqz, such that δ(qx, qz, vu) is +.

CQ8: Does doing the action have a side effect which demotes the value?

In the initial state qx ∈ Q, if agent i ∈ Ag participates in joint action

jn ∈ JAg, then τ(qx, jn) is qy, such that pb ∈ π(qy), where pa 6= pb, such

that δ(qx, qy, vu) is −.
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CQ9: Does doing the action have a side effect which demotes some other value?

In the initial state qx ∈ Q, if agent i ∈ Ag participates in joint action

jn ∈ JAg, then τ(qx, jn) is qy, such that, δ(qx, qy, vw) is −, where vu 6= vw.

Figure 3.3: The VAF Model

We use only six of the sixteen Critical Questions. Some CQs are related

to problem formulation, which is addressed in building the AATS model (CQs

2,3,4,12,13,14,15 and 16). CQs 5 and 6 are also not considered because they

relate to possibilities of realising the same goal or the same consequences; in our

model, these possibilities form different branches in the AATS tree. CQ10 states

whether this action promotes any other value. In our model, this is unnecessary;

if an action promotes other values, this will result in separate arguments for each

value promoted.

The modeling of the relationship using VAF and CQs gives the following benefits:

1. Strength related to social values: This allows values to give strength for

arguments, allowing persuasion from social rationality perspectives, rather

than only pointing to information or logical connections.

2. Individual preference between values: This introduction of values’ strengths

allows an individual audience to evaluate these arguments by stating pref-

erences between them.
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3. Systematic identification of attacks: The introduction of CQs through their

different attack possibilities provides a systematic and formal methodology

to build the relationship between arguments.

4. Exhaustive identification of the attacks: In this step, uncertainties are con-

sidered as all arguments are subjected to CQs. The list developed in [12]

accounts for possibilities of argumentation schemes that can be used in

persuasion over action.

The next subsection now sets a preference system that becomes the basis of

evaluating the different arguments to eventually select the desirable ones and

dismiss the rest.

Example: The Head of the Department (HoD) Dilemma

In Figure 3.3, The Value-based Argumentation Framework (VAF) for four states

(q0, q1, q2 and q3) is presented. Each box represents an argument and contains

the argument label along with the social value this argument promotes. The

arrow between the boxes defines the attack relationship. So, in q0 argument 1

attacks argument 2 and 3. The highlight around argument 7 in q0 indicates that

it is an argument that belongs to a different state of affairs and the dashed line to

argument 3 indicates that it is an argument that defends argument 3. Arguments

to write a paper and attending a training course attack each other as choosing

one excludes the other and both claim they promote better values (arguments 1

and 2). The argument for writing a paper is supported by argument 7 (Figure

3.3), which promotes the value of Publication as writing a paper will allow the

value of Publication to be promoted through argument 7 (Figure 3.3).

3.2.4 Evaluating the Model

Having constructed a VAF, the next step is to evaluate the attacks and determine

which arguments will be acceptable to the agent. The strength of each argument

is determined by associated values. Given the ordering of values desired by the

agent, we can determine what arguments will be acceptable, and determine the

Preferred Extension (PE) with respect to the audience endorsed by the agent.

This PE, which will be unique and non-empty, provided every cycle of arguments

involves at least two distinct values [53], represents the maximal set of acceptable

arguments for that agent.

Definition 3.6. [30]
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Figure 3.4: The result of the evaluation

Let < H(X,A), V, η > be a VAF and α an audience.

1. For arguments x, y in X, x is a successful attack on y (or x defeats y)

with respect to the audience α if: < x, y > ∈ A and it is not the case that

η(y) �α η(x).

2. An argument x is acceptable to the subset S with respect to an audience α

if: for every y ∈ X that successfully attacks x with respect to α, there is

some z ∈ S that successfully attacks y with respect to α.

3. A subset R of X is conflict-free with respect to the audience α if: for each

< x, y >∈ RR, either< x, y >/∈ A or η(y) �α η(x).

4. A subset R of X is admissible with respect to the audience α if: R is conflict-

free with respect to α and every x ∈ R is acceptable to R with respect to

α.

5. A subset R is a Preferred Extension (PE) for the audience α if it is a

maximal admissible set with respect to α.

An Audience is an ordering of values; the associated PE represents the ac-

ceptable arguments to the audience. If there are no cycles in the same value,

the PE for a given audience will be non-empty and unique. It is noted that this

also accounts for arguments indirectly defending each other, and we saw through
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the model how an attack was dismissed not because of the argument itself, but

because of an argument defending the attacking arguments.

Now, the set of acceptable arguments has been identified, but what if those ar-

guments are not prerequisites of each other? Which action should be performed

first? Does the order in which the actions are performed have any effect on the

overall state? The next section considers these questions.

Example: The Head of the Department (HoD) Dilemma

Figure 3.4 assumes the following value order (V 3 > V 2 > V 1) preferring Pub-

lication over Training and Training over Attendance, which concludes that the

HoD would either send the student to the conference and then ask him to write

a paper that can be published there or he would ask the student to first write

the paper and then attend the conference. Both sequences are acceptable to the

HoD. The next subsection determines the best sequence.

3.2.5 Sequencing the Actions

An entirely novel aspect of our methodology is the sequencing of actions, where

we formally consider the effect of performing a sequence of joint actions and see

their effect on the AATS model. This is useful to:

1. Recognise actions that might not have a direct impact on the initial state

or might not promote any values immediately, but would enable future

joint actions that promote better values. We can see this as also allowing

arguments in future states to support current arguments in their current

state.

2. Allow future arguments against actions to be considered. Some arguments

might not have a direct impact on possibilities in the current state, but

would prevent future actions from being performed.

The above accounts for what is called in AI Planning clobbers and white-

knighting. Clobbers are states that are not allowed in the system. In our example

states that promote Publication are not allowed in the initial state as the student

has not yet written a paper. White-knights are situations that would make a

clobber legal. In our example, a state that would realise a paper written is a

white-knight to a state that would then promote Publication.

We extend the AATS model of [14] to also account for action sequencing by
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introducing a J as a sequence of joint actions and τs as the function to yield the

state when performing J .

Definition 3.7. The state transition function (for joint actions) τs : q × JAC is

defined as:

τs(q, J) =

{

τ(q, j) ifJ = j
τ(τs(q, J ′), jn) ifJ = J ′jn

“J ′jn is a sequence composition where jn follows J ′”

This definition is an extension of Definition 3.1 and in particular builds on

the transition system function τ , where τ(q, j) gives us the resulting state from

q by performing the joint action j; τs(q, J) gives us the resulting state from q by

performing the sequence of joint actions J .

The result at the end of this step is a graph that has a full picture of all possible

sequences of joint actions and their effects in terms of goals, values and state.

This can also be seen as a modeling of all possibilities according to the agent’s

actions and the environment’s reaction.

This is the final step of the methodology. The prior four steps generate a set

of actions acceptable to the agent. We now organise those actions into a se-

quence of actions. This is important as sequencing the actions differently might

have different results. So, as we might instruct our agent to perform action αA

hoping for the joint action (αA, βA), we might end up in (αA, βC), which, in such

cases an alternative sequence might need to be computed. In summary, joint ac-

tions will always lead to a definite known state, but individual actions might lead

to different possible states depending on what other agents in the joint action

would do. This, in turn, affects the actions the agent can perform, as well as

their desirability.

All the actions in our sequence are acceptable in the sense that they have sur-

vived the critique by the posing of CQs and have no attackers preferred to them.

Often, this set contains several actions, any of which could be beneficial to per-

form in the current state. These should be sequenced in terms of safety, so that

unexpected consequences will not prevent the other actions in the set from being

performed; opportunity, because the performance of an action may enable some

desirable action not available in the current state to be executed subsequently;
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and threat, where potential side effects are considered.

Next, is a detailed description of the three principles mentioned in action se-

quencing.

Safety: A joint action will lead to a definite state, but an individual action

from this joint action can lead to multiple possibilities. If we are hoping to

execute a series of actions in a sequence, one of those actions might lead

to an undesirable state where the rest of the sequence of actions might be

prevented. In considering safety, we would choose a sequence of actions

that no matter what state any possible joint action might lead to, it would

be possible to execute the rest of the sequence. A safe action can be defined

as an action that participates in different joint actions, all of which will lead

to states where other actions in the sequence can be performed.

Definition 3.8. A sequence of actions α is considered safe if each αx ∈

α can be performed in the particular sequence in all possible states when

performing the joint action.

In order to formalise this idea we introduce the following notation. Given

α = α1α2 . . . αn and i with 0 ≤ i ≤ n, we use βi to denote the initial

sequence of i actions, i.e. βi = α1 . . . αi where β0 = ε

We now wish to define the set of possible states that can arise in terms of

these initial actions thereby allowing us to indicate whether the given the

sequence is safe or otherwise.

Given βi we denote this set of sttaes using σ(βi) so that

σ(β0) = q0 (i.e before *any* action is performed we are in the initial state)

σ(βi) =

{

∅ if (σ(βi−1) = ∅)or¬(σ(βi−1) ⊆ ρ(αi))
⋃

q∈σ(βi−1) τ(q, αi) otherwise

Opportunity: In the performance of a sequence of actions, we would say that

the different possibilities of sequencing those actions are paths. There are

two issues to consider here: first, different paths of those actions might pro-

mote different values. When choosing a path, we should consider if different

ways of executing our actions would promote different values.

The second aspect is probability. Although the different paths would lead
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to the same goal, some paths have a higher probability of achieving the

desired goal and promoting the values.

Definition 3.9. An opportunity exists if either:

(1) A different path of joint actions j
2
6= j

1
exists where j

2
promotes dif-

ferent values.

τs(q0, j1
) = q1 , τs(q0, j2

) = q2 and q1 6= q2

An opportunity is when δ(q0, q1, v1) is + and δ(q0, q2, v2)is + and v1 6= v2

Threat: When different possibilities arise when performing a sequence of actions,

some are not desirable and might lead to negative values. In considering

whether we should perform an action, we should consider the extent to

which it is possible for things to go wrong. For example, we can set a

threshold, and if the probability of failure were to exceed the threshold, we

might be better off not following this sequence.

Definition 3.10. A threat is when the performance of a certain sequence

of actions αx ∈ j
x

the probability of demoting a value vu will be high.

Prob(j
x
|αx, δ(qi, τ (qi, αi), vu) is → X where X is a predefined threshold

Example: The Head of the Department (HoD) Dilemma

A student might not be motivated to write a paper if he knows that he will attend

a conference regardless of his choice or ability to complete a paper. If the teacher

in this case asks the student to write the paper before registering him for the

conference, this would be a safer sequence because whatever happens with the

first action it will be possible to then register him for the conference.

If the HoD is also thinking of sending this same student to a training course,

perhaps sending him to the training course before actually asking him to write

the paper might have the opportunity of a better written document rather than

if he went to training after writing the paper.

In our example, we have two sequences (Paper-Conf-Training) and (Training-

Paper-Conf). If we emphasise the value of promoting the publication rate of the

department, the second sequence has a higher probability in the opportunity of

promoting this value rather than the first one.
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If the student has a health condition and sending him to that specific confer-

ence might seriously affect his health, the HoD would weigh the threat of this

student’s health actually being affected. If the probability is below a certain

threshold, he might feel comfortable sending him. Otherwise, he would be bet-

ter off not promoting the value of the department’s publication rate rather than

demoting his student’s health.

3.3 Summary

As mentioned in Section 2.1, a trustworthy decision is a decision with the follow-

ing capabilities: it identifies the options for actions and their likely effects (Prac-

tical Reasoning); it considers the surroundings and how relevant objects would

react (Social Interaction); it makes plans that serve short- and long-term visions

(Planning); it addresses side effects, completeness, or correctness of knowledge

and unexpectedness (Uncertainty); and it addresses emotional and behavioural

aspects in the decision process.

In this chapter, we presented a methodology that provides a foundation to ad-

dress the first four of these capabilities.

The first four steps are an extension of the work of Atkinson et al.[14]. This

work has been extended to account for uncertainties, considerations of future

actions attacking or supporting current actions and enabling the calculations of

probabilities.

The fifth step was introduced in this thesis to account for variations in sequencing

a series of accepted arguments.

The methodology has five stages:

1. Formulating the Problem: Produce a formal description of the problem

scenario to include all possible actions, values and all related factors that

may influence the decision. This addresses capability one in the capabilities

mentioned above (Practical Reasoning).

2. Determining the Arguments: Arguments providing justifications of the var-

ious available actions are provided.

3. Building the Argumentation Framework: In this step, the arguments and

attacks between them identified in the previous step are organised into an
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Argumentation Framework. This addresses the second capability (Social

Interaction), allowing the consideration of social interaction between dif-

ferent agents and the environment and shows how it can affect us.

4. Evaluating the Argumentation Framework: The arguments within VAFs

are determined to be acceptable or not with respect to a specific audience,

characterised by the ordering of values subscribed to by the agent making

the choice. This allows for the subjective elements of decision making.

5. Sequencing the Actions: The set of actions deemed to be acceptable to the

agent in the previous stage must now be put into a suitable order in which

they should be performed. Allowing the consideration of uncertainties

through calculations of possibilities and probabilities. Moreover, this step

provides an overview of future actions and how they can be planned into

different paths, addressing the planning capability.

Our work in action sequencing takes into consideration some concepts of AI

Planning such as clobbering and white-knighting where we consider prerequisites

and states that should be realised in order to achieve a certain value (clobbers

and white-knights were discussed earlier in Section 2.4). We also share the same

concept of state of affairs with AI Planning where we call them states it is called

situations in planning. We model the concept of establishers as well in construct-

ing the argumentation framework where arguments could defend other arguments

in other states as they form a prerequisite for them. Our work nonetheless pro-

vides a different view to the concept of the goal where we look at goals from a

value perspective (values being realised), AI Planners look at goals as the state

of affairs to be reached.

The next chapter is a detailed implementation of this methodology on a specific

case study, the HoD dilemma is used as an illustration throughout this chapter.

70



Chapter 4

Experimental Application

Chapter 3 proposed a methodology of action selection that is based on presump-

tive justification of actions through Value-Based Argumentation. The presented

methodology addresses four out of five elements that philosophy suggests can

elicit Trust in any decision-making mechanism.

This chapter presents a detailed case study to demonstrate this methodology.

This example has been implemented and tested. The application was chosen to

show a critical situation where important decisions, which we would not usually

trust to software agents, need to be made, linking clearly to the issue of trust.

The example also provides the necessary settings to show convincing evidence

of the validity of the methodology with reference to the basic elements of trust.

Finally, the example provides evidence of scalability to different scenarios.

This chapter states the aims of this experiment and details the approach that

was used. It next describes the example in full detail and goes through the five

different steps of the methodology. Finally, it presents and evaluates the results.

Section 4.1 provides an introduction where the properties are identified and the

aims of this experiment stated. Section 4.2 introduces the study, and provides the

background to the problem and its set up. Section 4.3 then applies the five steps

to the methodology on the settings previously identified. Section 4.4 presents

the results, evaluates the different scenarios, and finally discusses how the main

aim of this thesis is addressed, i.e, creating a decision-making methodology that

can be better trusted to allow the assignment of more critical/sensitive tasks to

agents. Section 4.5 summarises the chapter. And finally Section 4.6 introduces

Part II of the thesis (Chapters 5 and 6).
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4.1 Introduction

“If you have a beast that has the capacity of forming beliefs on the

basis of its perception, and has the capacity for forming desires in

addition to beliefs, and also has the capacity to express all this in a

language, then it already has the constraints of rationality built into

those structures”. Searle [116][Page 22]

In this section, an informal introduction to the example used in this chapter

is given. This includes three subsections where the main aims and goals that we

hope to achieve through this experiment are detailed, along with the measurement

criteria that are used. We then explain the approach along with the resulting

application and its evaluation.

4.1.1 Main Aims of this Experiment

The example used and discussed throughout this chapter was chosen to address:

• An application of relevance to most environments that can be easily trans-

lated to other settings where the difficulties of the choices are common.

This is important to establish the applicability of the methodology to a

wider range of applications.

• A critical situation where important decisions, with which we do not usually

trust an agent, need to be made. This is perhaps the most important

element in this application as the main aim is eventually to show how the

methodology could enhance the level of confidence we have in agents to

undertake such tasks.

• Short and long term goals and aspirations. These are needed to show how

an action can be taken into consideration to direct achievement of goals

and future actions.

• Evidence of the validity of the methodology and to link the results to the

main elements of Trust identified in Chapter 2.

Recall, from Chapter 2, philosophical studies have proposed that when one

entity trusts another, Trust is a component of rational aspects or beliefs and

also a component of emotions between these two entities. Five different elements

of trust suggest that a decision-making methodology addressing these elements

can then be trusted. The first four (which relate to rationality/beliefs) were ad-

dressed and discussed in the methodology of Chapter 3 and are applied through
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the example in this chapter. The fifth element, relating to emotional aspects is

the subject of Chapters 5 and 6.

Below is a list of the main aims that the study in this chapter hopes to achieve.

1. Give a better understanding of the methodology discussed in Chapter 3

through a detailed analysis of all the steps and definitions mentioned in a

real-world example.

2. Show the applicability of the methodology being implemented.

3. Help show the linkage to elements of trust from an experimental perspective.

4. Build different setups and scenarios to demonstrate how behaviours of the

agents in the environment respond to different settings.

5. Finally, evaluate all the different results.

4.1.2 The Approach

To conduct this experiment, a program was built using Microsoft Visual Basic on

the .Net environment. A complete set of screen shots of the experiment is given

in Appendix A.

The approach of this chapter is as follows:

The problem we are trying to solve is presented; then, interactively, the five

steps of the methodology are applied to this problem showing us how each step

can be implemented and the respective results of each step.

In each step, the single view from the state where the action being made, as

well as a wider perspective of the overall problem with respect to all different

possible states is shown. We also provide a brief description of how this was then

implemented and converted into the experiment. Figures are used to illustrate

the different results.

The results of this experiment are sequences of actions available for the agent

to choose from.

4.2 Introducing the Case Study

The next four subsections introduce the case study where the problem and the

related assumptions are explained.
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4.2.1 The Problem

Our agent is the head of an academic department (HoD) in a university, and he is

faced with a dilemma of how to appropriately allocate the department’s budget

where he needs to balance costs and consider departmental and individual inter-

ests of his staff. Our agent (HoD) receives requests relating to travel funding to

attend two specific conferences. He receives requests from three different students

and needs to decide which of them to send. Students 1 (S1) and 2 (S2) are new

students. S1 asks to go to a nearby conference, which will be less expensive; S2

asks for a different conference which will cost more. However, S2 has prepared a

good paper that might help the department’s publication rate. Student 3 (S3) is

an experienced student asking to be sent to a local conference and, although no

paper has been prepared, she is an excellent networker who is likely to impress

other delegates and so promote the reputation of the department. The confer-

ences are on different topics, so S2’s paper would not be suitable for the local

conference, but both conferences are of equal standing. The budget will only

allow two students to be sent.

4.2.2 Assumptions

To accurately build the example study, several assumptions must be made.

• The total number of agents mentioned in this example is four (the HoD

and three students (S1, S2 and S3). In this experiment, the actions and

behaviours of only the HoD will be considered throughout, although various

possible reactions from S1-3 will need to be taken into account. The model

is built for the HoD to take his decision. This means that the different

values, goals and states considered are relevant to the HoD only.

• An arbitrary value of 3 is assigned as a budget available to the HoD.

• Emotional considerations are not yet considered in this example; the exam-

ple will be extended in Chapter 6 to include them.

These assumptions were not critical to the experiment set-up but made simply

for the clarity of the presentation.

4.2.3 Settings of the Example

In this subsection, the tables given below are intended to summarise and clarify

the problem as explained above. Table 4.1 introduces the agents present in the

environment; Table 4.2 details the relevant possible actions from those agents;
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Table 4.3 combines the actions in the previous table to produce all possible joint

actions; Table 4.4 summarises the relative values to the HoD and how they can

be promoted. Table 4.5 is the cost of doing any action.

Agent Description

HoD Head of the Department
S1 First student
S2 Second student
S3 Third student

Table 4.1: All agents in the environment

Agent Action Reference

HoD Send Sn to a conference α1(n)
HoD Asks Sn to write a paper α2(n)
Sn Student n goes to the conference βn

Sn Student n does not go to the conference ¬βn

Sn Student n writes a paper γn

Sn Student n does not write a paper ¬γn

Sn Student n does nothing ¬δn

Table 4.2: All Possible Actions

Joint Ac Combination Description

J1n α1(n), βn HoD sends Sn to a conference and she attends
J2n α1(n),¬βn HoD sends Sn to a conference and she does not attend
J3n α2(n), γn HoD asks Sn to write a paper and she does
J4n α2(n),¬γn HoD asks Sn to write a paper and she does not

Table 4.3: All Possible Joint Actions (Remaining agents are assumed to do noth-
ing of relevance to the scenario)

Table 4.2 shows that the HoD can either ask the student to write a paper

or send them to a conference; the student, on the other hand, has four possible

actions. A student can either write/or not write the paper, attend/or not attend

the conference. Table 4.3 then shows how these different actions can be com-

bined in joint actions. There are four possible joint actions for each student in

our example: the HoD sends a student to a conference and student attends, the

HoD sends a student to a conference and the student fails to attend. The HoD

asks a student to write a paper and the student does; the HoD asks a student to

write a paper and the student does not. Note that some combinations are not

possible: a student cannot attend a conference to which he has not been sent.

In this example we focus on the HoD as our agent and we assume that changes

would occur only when the HoD takes actions. Therefore, we do not consider pos-
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Ref Value Condition for promotion

H(n) Happiness of Sn When Sn is sent to a conference
E(n) Experience of Sn When Sn has attended a conference
P Department’s Publication Rate When a student writes and attends
R Reputation of the Department When an experienced student writes and attends

Table 4.4: HoD values

sibilities where the students would perform anything without being told. Hence,

table 4.2 does not include the negation of the HoD’s actions (for example ¬α1(n)).

As shown in Table 4.4, there are four different values of importance to the HoD.

The happiness of each student (which is promoted every time a student is sent to

a conference); the experience of the student (promoted when a student is sent for

the first time to a conference); the publication rate of the department which can

be promoted by sending a student who has written a paper to a conference; the

reputation of the department (which is promoted when an experienced student

attends and publishes in a conference).

Item Cost

Initial Budget 3
Writing a Paper 0
Sending S1 to a conference 1
Sending S2 to a conference 2
Sending S3 to a conference 1

Table 4.5: Cost Breakdown

4.3 Applying the Methodology

This section is divided into five subsections, each representing one of the five

steps of the methodology of action selection that was presented in Chapter 3.

Note that in the screen shots of the implementation the joint action are ref-

erenced differently from Table 4.3. (J0, J1 and J2) are sending students 1, 2 and

3 to conferences. (J4, J5 and J6) are asking students 1, 2 and 3 to write a paper.

4.3.1 Formulating the Problem

We first consider the different propositions that the HoD would consider: whether

there are funds currently available in the budget (Budget); whether the students

can be sent to attend (Attendance S(1-3)), whether the students have written a
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paper (Paper S(1-3)) and, finally, whether the students have attended a confer-

ence before (Previous S(1-3)).

Now, we define all possible actions that the HoD can take in all circumstances.

Those are defined in table 4.2 but for better presentation in this chapter we refer

to them as either to ask anyone of the three students to write a paper (Write(S1),

Write(S2), Write(S3)) which corresponds with α2(1) α2(2) or α2(3) in table 4.2.

Or to agree to send a student to the requested conference (Send(S1), Send(S2),

Send(S3)) which corresponds to α1(1) α1(2) or α1(3) in table 4.2. These actions

may change the state of Paper(Si) or Attendance(Si) respectively (see tables 4.2

and 4.3).

The values significant for the HoD are listed. Those values are then associated

with the various conditions according to Table 4.4.

By esteem, we mean the general enhancement of the reputation of the department

that comes from an impressive individual making an impact at a conference and

raising the profile of the department’s research, the research links established,

and such like. Note that happiness and experience are relative to individual stu-

dents, whereas the other values are relative to the department, although realised

through properties of the individual students.

The states are designated by a code comprising four groups separated by a hy-

phen as follows: Budget, Attendance, Paper, and Previous (B-XXX-XXX-XXX),

where each X represents a student and is either 1 or 0 depending on whether or

not the corresponding proposition is true in that state. The first digit is the avail-

able budget at that state; the second, third and fourth digits are the attendance

indicator of students 1,2, and 3. So, 000 means no students have been sent to

any conference; 001 means the third student has been sent; 110 means the first

and second student have been sent. If we look at the state as a whole, (3-110-

000-000) would mean that the HoD has 3 points as available budget, students 1

and 2 have been sent to conferences, none of the students has written a paper or

has previously attended a conference. The second group of 3 Xs (5th, 6th, and

7th digits) show whether any of the three students has written a paper; e.g., 001

indicates that the third student wrote a paper. The third group of 3 Xs (8th, 9th

and 10th digits) shows if any of the students has previous experience attending

conferences; 101 would mean that the first and third students have had previous
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Figure 4.1: AATS of the Example

experience. Another example of a full state is (2-101-001-100). This means that

the HoD has two points left in his budget, students 1 and 3 have been sent to

conferences where student 3 had a paper written at his conference. Student 1

has been to conferences before. Compared to student 3, student 1 is a bit more

experienced. Before we move into modeling the state transitions, let us look at

the initial state q0. Budget is set to 3: the cheaper conference costs 1, and the

expensive conference 2, so that we can send at most two students. S1 and S3

consume 1 point from the budget whenever chosen whereas S2 consumes 2 points.

S3 has already attended a previous conference and S2 has a paper ready. Thus,

q0 = (3-000-010-001)

Figure 4.1 shows the initial state and some example transitions from that

state. A complete view of the AATS is given in Appendix B. Action J0 is

Send(S1); J1 is Send(S2); J2 is Send(S3) (it is assumed that the student will

attend if sent to a conference; that is why we do not consider joint actions of

students not attending). Where a paper is requested and written, we have J3 for

S1 and J5 for S3, while J4 represents a request that does not result in a paper.

So, the result of requesting a paper depends on the student’s action to determine

its effect. The transitions are also labeled with the values they promote or de-

mote. Budget = 0 represents a terminal state since no further actions are possible.

For example, q2 from the figure represents a state where the second student
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has been sent to a conference and successfully attended. While looking into the

move from q0 to q2, we see that the first digit on the state (which records the

budget) has been reduced from 3 to 1, as the conference costs 2 points. Moreover,

the third digit has changed from 0 to 1 indicating that the student has attended

the conference. The digit before the last has changed from 0 to 1 indicating

that the student has also successfully published a paper at that conference since

this specific student had a paper written in the previous state (i.e, q0). Along

the line leading to q2, we see J1, which is the joint action of the HoD sending

the student to the conference and the student attending the conference. Below

that we see +HS2,+P,+ExS2 indicating that this action also promotes three

different values of importance to the HoD (the happiness of the student sent, the

publication rate of the department, and the experience of the student). Below q2

we see five different possibilities depending on what joint action is performed. If

the HoD decided to send the first student to a conference and he attends this will

lead to q6 where the budget will become 0, and the second digit will turn into 1

indicating the successful attendance of S1 and the same applies to the third digit

from the end indicating the experience of S1. Asking the second student to write

a paper from q2 will yield the same state q2 as the second student has already

written a paper.

Recall from Section 3.2 the concept of joint actions where consequences of ac-

tions are not always entirely predictable and actions are executed in the hope for

a certain result, which often does not come about because it has dependencies

on the actions performed by other agents. Hence, any executed action might

have different results. When an agent performs an action where the results solely

depend on itself, as with sending a student to a conference, it is very easy to

assume the resulting state. When, however, the HoD asks a student to write a

paper, the student may or may not succeed. And so he cannot be certain which

state will be reached. This is shown in Figure 4.1 with a dashed line.

Figures 4.2 and 4.3 show the first step of methodology. In Figure 4.2, the user

is asked to enter the different propositions of the environment. It is divided into

three sections where the first section is setting the initial state q0 by indicating

the current status of the students. In the second section the user sets the ordering

of values. In the third section the users set the degree to which emotions will

affect the decision-making process (will be relevant in the discussions in Chapters

5 and 6).
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Figure 4.2: Inserting the Information

Figure 4.3 is the first step of the methodology where the variables of the sys-

tem are shown (on the left) and the AATS model is calculated and shown (on the

right). The AATS is shown in two different tables where the upper table shows

all the possible states of the system and the lower one all possible transitions.

For clarity, it was assumed in this experiment that students do not collaborate

on writing papers, and if any student was asked to write a paper, he will do it

on his own.

We now move to the second step where we start building arguments for and

against performing the various actions.

4.3.2 Determining the Arguments

The AATS allows the evaluation of each action at every state and relates the

actions to propositions and the values they promote. Figure 4.4 shows the ar-

guments that can be made for performing the actions available in the initial state.
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Figure 4.3: Step 1 : Formulating the problem
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We can see from Figure 4.4 how these arguments differ with respect to the values

promoted. The next step is to use Critical Questions to identify which arguments

are open to attack.

The arguments are determined as follows: looking into the AATS, any move-

ment from one state to another state yields an argument which can justify this

move. If the move promotes more than one value (e.g., sending a student to

a conference might promote P and H), then each one represents a separate ar-

gument justifying this action (e.g., Arg1 and Arg2 both propose J0, but Arg1

promotes H, and Arg2 promotes E).

These arguments are structured into the argumentation scheme presented in

Chapter 3, and are represented in the table shown in Figure 4.4 and Figure

4.5.

Arg1 and Arg2 recommend sending the first student to a conference. Both op-

tions would realise the goals of the student attending a conference and obtaining

experience by moving from q0 to q1. The first option argues that this will pro-

mote the student’s happiness (which is an important value to the agent), while

the other option suggests the same action for a different reason (the promotion

of the student’s experience).

Arg3, Arg4, and Arg5 recommend sending the second student to a conference,

which would result in moving from q0 to q2. Where Arg3 and Arg5 use the same

arguments as Arg1 and Arg2 but relate to student 2, Arg4 argues that sending

the second student would promote Publication as this student has a paper ready.

Arg6 is an argument to send the third student to the conference, which would

result in reaching q3 and promotes the happiness of the third student.

Arg7 and Arg8 recommend asking the students (first and third) to write a paper

first to reach (q4 and q5) where the goal of writing a paper is achieved. On their

own, Arg7 and Arg8 do not promote any value of relevance to the HoD, but if

they were followed by an action of sending those students to conferences, they

would promote Publication in addition to any values promoted by attendance.

Figure 4.5 is a snapshot from the implementation that shows a list of all

arguments, not only from the initial state, but from all states of the system. This

is shown in accordance with the argumentation scheme considering future states

82



Figure 4.4: Different Arguments

Figure 4.5: Step 2: The different arguments in the system

83



discussed in Chapter 3.

4.3.3 Building the Argumentation Framework

In this step, we take the arguments built in the previous step and subject them

to the critical questions explained in Chapter 3, which would yield a relationship

model between those arguments where arguments attack each other, which will

allow us to eliminate weaker arguments, with respect to the HoD’s preferences.

Arguments in the argumentation framework represent a justification to perform

an action and hence move to a different state of affairs. This justification is linked

with social values that are important to the agent. This was introduced in [14]

where every transition from the set Q may either promote, demote, or be neutral

with respect to those values. The critique offered by the Critical Questions may

question the arguments claim of promoting a value, or might even bring attention

to other values that can be demoted.

Below is a sample explanation of applying the CQs to the arguments from q0.

Figure 4.6 presents the VAF of the model.

CQ1: Are the stated circumstances true?

This question arises in this example from the fact that although the HoD be-

lieves that the initial state is 3-000-010-001 (q0) where S2 has written a paper,

he cannot actually be sure that the other students have not also written papers

or that S2 has in fact written a paper. This results in eight different possible

initial states. So, in this case, all the arguments are open to this attack. For

simplicity and better presentation of the example, we only consider this type

of uncertainties (not having written a paper). Nonetheless, in a more extended

version of the example study, we might have uncertainties also about the budget,

actually attending the conference and the experience of the students.

The agent could assume that all states are possible and build up the argumen-

tation model with all the possible states in mind. This would result in multiple

Preferred Extensions (PEs), one for each possible initial state. The common

elements in all PEs would then represent justifications of actions, which are un-

affected by the uncertainties with respect to what is true in the initial state.
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CQ11: Does the action preclude some other action which would pro-
mote some other value?

Any use of a budget for a purpose might preclude its use for other purposes. If

S1 or S3 are sent to the conference without being asked to write a paper, the

chance to promote Publication is lost. Moreover, this will also lose the chance to

promote Esteem, which requires S3 to be sent with a paper written. Thus Arg1,

Arg2, and Arg6 are all attacked by an argument, A1a, in that they prevent the

promotion of Publication. Arg6 is also attacked by an argument, Arg6a, that it

precludes the promotion of Esteem.

CQ17: Does the action have the stated consequences?

This question occurs when we need to consider joint actions or cases in which the

agent is not in sole control of the state reached. In our example, this is represented

by the possibility of the request to write a paper not being met. Thus, Arg7 and

Arg8 are attacked by Arg7a, so that the joint action might turn out to be J4.

CQ8: Does the action have side effects which demote the value?

Sending any of the students other than S2, will demote the happiness of S2 since

he has already written a paper. So, this will give an argument, Arg1b, against

Arg1 and Arg6: while these arguments promote happiness of S1 and S3, the

actions they justify also demote the happiness of S2.

CQ9: Does the action have side effects which demote some other value?

If a student who has written a paper is not sent, the happiness of that student

will be demoted. This provides the basis for an argument against doing any

action which involves not sending S2 for any reason other than the promotion of

happiness. Thus Arg2 is subject to an attack from Arg2a since it would demote

S2’s happiness.

CQ7: Are there other ways to promote the same value?

Both Arg2 and Arg5 are based on the promotion of experience. This question

indicates that they attack one another. Similarly, happiness can be promoted by

any of Arg1, Arg3 and Arg6. These also mutually attack.

Now, we have identified all possible attacks from the different arguments we

are able to form the Value-Based Argumentation Framework. Figure 4.6 is a

graphical representation of the framework in the example.
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Argument CQ

Arg1b CQ8
Arg2a CQ9
Arg1a CQ11
Arg7a CQ17
Arg6a CQ11

Table 4.6: Arguments rising from the CQs

Figure 4.6: VAF of the model

4.3.4 Evaluating the Argumentation Framework

From the VAF in Figure 4.6, we can see that Arg4 has no attacking arguments.

Thus, it appears in every Preferred Extension, irrespective of the ranking of

values. The status of Arg7 and Arg8 depend on whether the HoD is confident that

the papers will be written if requested. Suppose his confidence is sufficient, and

so Arg7 and Arg8 are acceptable. In order to determine which of the remaining

arguments are acceptable, the values that the HoD wishes to promote at the

particular time need to be ordered. Suppose that the value ordering is as follows:

Esteem > Publication > Experience > Happiness.

This gives us the ability to resolve the conflicts that we have in the model by

eliminating unsuccessful attacks. Arg1b defeats Arg1 and Arg6, leaving Arg3 for

the Preferred Extension. Although Arg2 is not defeated by Arg2a, it is defeated

by Arg1a, and so Arg5 survives. Thus our Preferred Extension is Arg1a, Arg1b,

Arg2a, Arg3, Arg4, Arg5, Arg6a, Arg7, Arg8. In terms of actions, sending S2

can be justified, as can be requesting a paper from S1 and S3. See Figure 4.7.

A full view of the Preferred Extension with consideration of all states is given
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Figure 4.7: Evaluation of Framework

in Figure 4.8, where we can see the PE in each state within our AATS. This

snapshot covers arguments from all different states and in consideration of all

possible CQs.

We can see that the HoD has three options in q0: he can either send the second

student to a conference and promote Publication, ask the first student to write a

paper, or ask the third student to write a paper. If the agent chooses any of those

options, the student will either fail, which would return the system to the same

state (if he was asked to write a paper) or a different state where the budget is

reduced and the student does not attend a conference (if he was asked to attend

a conference) or the student might adhere and be successful in achieving the

expectations which might lead to the expected state where successful arguments

are also calculated (See Figure 4.8), then the HoD will have another set of possible

actions to perform. For example, in q1, the HoD can only send the first student

or send the second student to a conference; no other action passes the evaluation

of the VAF in q1 (See Figure 4.8).

4.3.5 Sequencing the Actions

The result of the successful arguments from all states can now be modeled as a

graph (Figure 4.9), where as we have different arguments in the PE of every state

we see that there are different possibilities at each state. For example, depending

on what action the HoD takes in q0, he can reach q2, q4, or q5.

The last step identified three actions, which would move to q2, q4, or q5.

However, if the confidence in the student’s ability to produce a paper was mis-

placed, the state would remain q0. Some sensible sequence for these actions
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Figure 4.8: Step 5: Evaluation of the argumentation framework
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Figure 4.9: Possible Sequences

must be chosen. This choice needs to consider uncertainty about the outcome to

eventually reach the state best for the agent given the action of the other agent.

This requires looking ahead to consider what is possible in the states that would

result from our action. In our work we consider sequencing of action by ordering

their execution one after the other, we do not consider parallel actions, choices

of actions, iteration and interleaving.

There are three issues we should consider here. First, we need to consider whether

the action is safe, in the sense that if it fails, we do not move to a state where our

other desirable actions are no longer possible. Next, we must consider opportu-

nities: what additional values can be promoted in the next state? If we ask S1

to write a paper, we have the possibility of promoting Publication (the chance to

promote S1’s Experience already exists as Arg2), and, although we can already

promote this by sending S2, S1’s Publication would be an additional benefit. If

we ask S3 to write, we can create the possibility to promote Esteem, as well as

the additional Publication. There are also threats: if S1 and S3 write papers and

are not sent, they will be unhappy. Since we have said that we prefer Esteem to

Experience, we prefer the opportunities created by requesting a paper from S3,

and so prioritize this action over asking S1. Sending S2 demotivates S1 and so

reduces the likelihood of her producing a paper. Suppose, however, we make this

judgment: then we should request a paper from S3 before sending S2. If S3 does

write the paper, we move to another state in which the recommended actions
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are to send S2 and S3. If, however, S3 does not produce a paper, we have no

possibility of sending S3, and no threat of making S3 unhappy. We should then

ask S3 first, if S3 does not write a paper we should request a paper from S1, in

the hope of making an opportunity to promote Publication. If S1 does write, we

should then send S1 and S2: and even if S1 does not write a paper he should be

sent as this will still promote Experience with respect to S1.

The Final Result

Figure 4.10 is a snapshot of the calculation of Safety, Opportunity and Threat in

the experiment. Sequence number 6 is the best choice, as it has the lowest threat

and highest opportunity in the system. The sequence is as follows (Ask S3 to

write, Send S3, Ask S1 to write a paper, then send S1). This is because asking

the third student first where the budget is still high would give him the comfort

that he would actually be sent if successful and thus reduce the threat of S3 not

writing the paper.

Note that in the implementation (Figure 4.10) we quantify Safety, Opportunity

and Threat with numerical values instead of treating them in a binary fashion.

This was found to give more accurate analysis in this implementation. It is more

convenient to distinguish the level of Safety of different sequences rather than

just flagging it with either Safe or Unsafe. The same goes for Opportunity and

Threat as it was more useful in the implementation to exactly define how big

or small the Opportunity is and in Threat how serious the threat is. As for the

numbers themselves, those are arbitrarily chosen.

At the initial stage q0, sending S2 to a conference promotes Publication where

sending S3 would only promote Happiness. The HoD nevertheless decides to

send S3 rather than S2 in the second step after asking S3 to write a paper. The

reason behind that is when S3 has successfully written the paper, sending him to

a conference promotes better value than sending S2 as S3 will not only promote

Publication, but would also promote Esteem.

After that the HoD has a choice of either sending S2 or S1. He chooses to

ask S1 to write a paper and then send him because it is cheaper than sending S2

although S2 has a paper written.
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Figure 4.10: Action Sequencing
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4.3.6 Observations and Results

Table 4.7 shows the plan of action chosen by the HoD with respect to all possi-

ble audiences in the system (we have 24 possible audiences). We have four main

values in the system: (The Department’s Esteem (Est), Publication rate (P), Stu-

dent’s Experience (E) and student’s Happiness (H)). For simplicity, we consider

variances here in the values ordering from a general level not from the student level

and we assume that all three students are treated equally. So, H1 = H2 = H3

which is represented in Table 4.7 with only H and E1 = E2 = E3 which is rep-

resented in the table with E. j0 − 2 are joint actions presenting the HoD asking

students 1,2 or 3 to attend a conference and they do. j3− j5 are the HoD asking

students 1, 2 or 3 to write a paper and they do.

No Audience Course of Action

1 Est > P > E > H j5 → j2 → j3 → j0
2 Est > P > H > E j5 → j2 → j3 → j0
3 Est > E > P > H j5 → j2 → j1
4 Est > E > H > P j5 → j2 → j1
5 Est > H > E > P j5 → j2 → j1
6 Est > H > P > E j5 → j2 → j1
7 H > P > Est > E j1 → j3 → j0
8 H > P > E > Est j1 → j3 → j0
9 H > E > Est > P j1 → j3 → j0
10 H > E > P > Est j1 → j3 → j0
11 H > Est > E > P j1 → j3 → j0
12 H > Est > P > E j1 → j3 → j0
13 E > P > Est > H j3 → j1 → j0
14 E > P > H > Est j3 → j1 → j0
15 E > H > Est > P j3 → j1 → j0
16 E > H > P > Est j3 → j1 → j0
17 E > Est > H > P j3 → j1 → j0
18 E > Est > P > H j3 → j1 → j0
19 P > H > Est > E j1 → j3 → j0
20 P > H > E > Est j1 → j3 → j0
21 P > E > Est > H j1 → j3 → j0
22 P > E > H > Est j1 → j3 → j0
23 P > Est > H > E j3 → j5 → j2 → j0
24 P > Est > E > H j1 → j3 → j0

Table 4.7: All Possible sequences in all possible audiences

We note that whatever the value order chosen, there are only five possible

courses of actions possible to the HoD from q0 (Table 4.8).
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No Abbreviated Sequence The Sequence Explained

1 j5 → j2 → j3 → j0 Ask S3 to write → Send S3 → Ask S1 to write → send S1
2 j5 → j2 → j1 Ask S3 to write → Send S3 → Send S2
3 j1 → j3 → j0 Send S2 → Ask S1 to write → Send S1
4 j3 → j1 → j0 Ask S1 to write → Send S2 → Send S1
5 j3 → j5 → j2 → j0 Ask S1 to write → Ask S3 to write → Send S3 → Send S1

Table 4.8: An overview of all possible sequences

Observations

• We note that regardless of value order, whenever S3 is involved in the plan

(Table 4.8, numbers 1, 2 and 5) the HoD always sends S3 before sending

the other students to their respective conferences. The reason behind it is

that S3 is known to be cautious when other students are sent and might not

act as expected when such a thing happens as he would be afraid that he

will not be sent and as a result might not write a paper or register for the

conference. Calculations of threat in step five of the methodology prompts

the HoD to always send S3 first.

• From Table 4.8 we also observe that in all eventualities, the HoD does

not send S1 or S3 unless he asks them to write a paper first. No matter

what value order we have it is always better to ask S1 and S3 to write a

paper before actually sending them to any conference as this might promote

Publication.

• Ordering of values affects not only the choice of action, but also the ordering

of execution. In the second table, (numbers 1 and 5) and (numbers 3 and

4) suggest the same actions be executed but in different orders depending

on the audience.

• We note from Table 4.7 that audiences 3 to 6 agree on the same sequence of

actions; the case is the same with (7 to 12 and 19 to 22 and 24) and with (13

to 18). We can draw two different conclusions from that: first, having dif-

ferent audiences in the system might not necessarily result in a conflict since

different audiences who disagree on value orders might eventually agree on

the plan of action. Second, in cases where the audience is only partially

determined, such as 13 to 18, where the only available information we have

on the audience is that the value of Experience (E) is the most important

value, we actually do not require any additional information to decide on
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the course of action most suitable to that audience. No matter what value

order the audience has if his most important value is Experience, the plan

of actions would be the same.

• Because the HoD is confident about S3 where he fears that he would not

actually adhere to the HoD’s instruction, we note that the HoD chooses

to send S3 to a conference only when Esteem (Est) is the most important

value in the value order.

• In numbers 13 to 18 in Table 4.7, we show j3 → j1 → j0 as the chosen

sequence where in the program it was a tie with j3 → j0 → j1 as they both

scored the same when it comes to Safety, Opportunity and Threat. When

Experience is the most important value to HoD, it does not matter if S1 or

S2 is sent first, and so the program makes an arbitrary choice.

4.4 Elicitation of Trust: Did it Happen?

The experiment is evaluated from two perspectives: one, by considering how the

application and the results relate and address the four out of five elements of

Trust; two, using measurement of “Values” and “Goals”, where the evaluation is

based on assessing their differences in terms of changing environment/behaviours.

The four elements of Trust we are trying to address in this chapter are: Practi-

cal Reasoning, Social Interaction, Planning and Uncertainties. This section will

discuss the results of the experiment in light of the different elements of Trust

defined in Chapter 1.

Practical Reasoning (options and their likely effects)

This corresponds to the first step of the methodology “Formulating the

problem” where after the basic elements of the problem were defined a

complete tree of possibilities was then built to draw on the different actions

the HoD can take and what their effects are from a state, goal or values

perspectives (Figure 4.1).

As explained; the HoD will perform one action and then the other agent

(Student) will respond with another forming a joint action that can lead
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to a certain state promoting or demoting some values. It was shown that

when the HoD performs an action, the response from the student may vary

giving the possibility of more than one joint action. The AATS model will

show these different possibilities and also their impact on future actions.

When the HoD asks the third student to write a paper we saw how this

might result in actually writing the paper. This would then allow the pro-

motion of Publication and Esteem once the student attends a conference

or the student might choose not to do so, thus losing the opportunity to

promote Publication at least. Whereas if a different choice took place (ask-

ing Student 1 to write a paper), we might have had the chance to at least

promote Publication. Thus, it is important to take all possibilities into

consideration when deciding on an action and not just consider beneficial

outcomes.

Therefore, considerations of pros and cons were successfully captured in

the AATS model.

Social Interaction (other agents’ actions and how they affect ours)

Going back to Table 4.2, different possible actions by different agents were

defined. Table 4.3 then combined those actions into joint actions to form all

the possibilities that could arise in situations where the effects of the agents

actions are determined not only by his but also by other agents actions.

This is why consideration from that step onwards was only given to joint

actions. When building the argumentation model it was shown how ar-

guments were raised based on joint actions that the HoD was hopeful to

achieve and then argued in step three using critical questions to generate

counter arguments based on the possibility of other undesirable joint ac-

tions actually happening in these circumstances.

In the last step, where actions are sequenced into a path, “Safety” covers

possibilities where unwanted joint actions occur, as well as the likelihood

of other agents performing unexpected actions. “Opportunity” covers as-

pects where desirable joint actions might have better chances of yielding a

particular order.
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Looking at Figure 4.10, we notice that although some sequences suggest

the same set of actions, they are ordered differently; thus, the measure-

ments in Safety and Opportunity vary.

Planning (short-term and long-term considerations) Although planning is not

part of this thesis (see Section 1.4), this methodology provides a basic con-

sideration of planning where agents consider future possibilities when per-

forming any action, allowing a long-term perspective in each and every

decision being made.

This affects all the steps in the methodology, starting from step one, where

an AATS model was built not only from the initial state where the decision

needs to take place but also covering all possible future states (see Figure

4.1). As we saw, this allowed the HoD to consider the value of Publication

when asking a student to write a paper; although writing a paper would

not actually promote this value a subsequent action would.

The planning concept might appear more in the last step, where actions

are sequenced into different paths and then future possibilities are consid-

ered and given their weight.

While sequences 2 and 6 in Figure 4.10 suggest the same set of actions,

sequence 6 is preferred as it has less threat than sequence 2.

Uncertainties (side effects and working with incomplete information) Uncer-

tainties are presented in this methodology by subjecting each argument to

perform an action to the sixteen different critical questions (Section 2.5.3).

Uncertainties are addressed once again in the sequencing of actions where

we have different uncertainties according to different possible sequences and

side effects of whether there are possibilities of demoting actions while pro-

moting others. Moreover, we consider the possibility of performing further

remaining action when current action fails to reach the expected state.

4.5 Summary

In summary, this chapter provided an experimental study where the methodology

presented in Chapter 3 was modeled and tested. This model was implemented in

Visual Basic, and has been explained in detail throughout the chapter. A case
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study was used to represent a dilemma where the head of an academic depart-

ment wants to send two out of three students to conferences and had to choose

between them.

As Chapter 3 provided a theoretical formalisation of the methodology, this ex-

ample gave a practical explanation through an example study.

Our main motivation is to build a decision-making methodology that can be

trusted and eventually allow the assignment of critical decisions to agents instead

of humans. The elements of Trust were identified and extracted from philoso-

phy in Chapter 2. We do not claim to have achieved the aspiration of a trusted

decision; but rather, a contribution where a foundation is built that can accom-

modate the basic elements of Trust. A discussion of this contribution was given

in Section 4.4.

This is the end of Part I of the thesis in which Trust was considered as a product

of belief. Next, Part II extends this methodology in Chapter 5 to accommodate

the element of emotions and further extends this example study in Chapter 6.

4.6 Introducing Part II: Trust as a product of emo-

tions

The influence of emotions upon beliefs can be viewed as the port

through which emotions exert their influence upon human life. Be-

liefs fueled by emotions stimulate people to action, or allow them to

approve of the actions of others in political context. Frijad et al.

[61][Page 1].

Part I of this thesis covered a methodology based on Trust from the perspec-

tive of beliefs and built on rationality using argumentation schemes. Chapter 3

gave a formalised theory, and Chapter 4 provided an experimental study.

Next, is Part II of this thesis in which Trust is looked at from emotional perspec-

tives. The methodology presented in Part I will now be extended by allowing

emotions to have an effect. Chapter 5 complements the methodology of decision-

making to account for emotions, and Chapter 6 extends the experimental study

to examine their effects.

97



Part II

Trust as a Product of Emotions
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Chapter 5

Emotions

In Section 2.1, a trustworthy decision was shown to be a product of both beliefs

and emotions, after which five elements were identified as the principal factors

influencing Trust. The first four elements related to decisions as a product of

belief; the last one related to emotions. Chapter 3 introduced a methodology

of action selection that addressed the first four elements of Trust. A detailed

experimental study in Chapter 4 implemented these four elements.

This chapter extends this methodology to address the fifth element of a trust-

worthy decision: emotions. Our focus here is to position emotional factors as

a complement to rationality in decision making. The overall decision-making

methodology should be built on a combination of beliefs and consideration of

emotional aspects rather than relying on only one of them. It is well understood

that emotional influence might vary with the type of decision to be made and the

type of goal to be achieved.

In the decision-making methodology in Chapter 3 the problem is first formu-

lated, and then a state transition model is built identifying all possibilities. An

argumentation model is created, linked, and evaluated to yield a set of accept-

able arguments that are then sequenced into a path of actions. The arguments

that are acceptable to an agent depend on the way in which that agent orders its

values. All of these steps were performed by agents based solely on their beliefs;

and emotions do not play any role. We now focus on the effect that emotions

can have. The key idea is that emotions influence the ordering of values espe-

cially those that relate to particular individuals and this influence on the value

order will in turn affect which arguments the agent finds acceptable. In so far as

emotions change, the value order that will impact on the action performed. At

the time of sequencing actions, emotions will then influence the sequence based
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on the success rate of this sequence and how it affects the emotional state. If the

changes in emotions are strong enough to influence the preference model of the

agent (Value Order), resequencing can occur and the new value order is consid-

ered. The success or failure and the reasons for the success or failure elicit the

emotional responses.

Section 5.1 introduces the subject and the main motivations behind this study.

A brief background of the philosophical as well as technical aspects of emotions

is given. Section 5.2 explains how emotions are positioned within the decision-

making framework. Section 5.3 provides a detailed explanation of the emotional

model in rational decision making and links this work to the methodology de-

scribed earlier. Section 5.4 explains and formalises how this emotional model

influences the decision-making methodology. Section 5.5 provides a summary of

the main highlights of this chapter.

5.1 Introduction

“Emotions and feelings can cause havoc in the process of reasoning

under certain circumstances. Traditional wisdom has told us that

they can, and recent investigation of the normal reasoning process

also reveals the potentially harmful influence of emotional biases. It

is thus even more surprising and novel that the absence of emotion

and feeling is no less damaging, no less capable of compromising the

rationality that makes us distinctively human and allows us to decide

in consonance with a sense of personal future, social convention, and

moral principle.” Damasio [45][Page xii]

Researchers in AI have taken several routes when modeling emotions and this

study was influenced by some of those approaches.

One important approach, developed by Reilly [107], is targeted at expressing emo-

tions rather than influencing decisions. The objectives of Reilly were completely

different from ours as he is focused on expressing emotions for dramatic effect

whereas this study is focused on the influences on decision making. Nonetheless,

this study is influenced by Reilly’s work as it provides a clear and efficient ap-

proach to storing, decaying and weighing emotions.
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The work of Steunebrink et al [119], which takes the OCC model of [93] as its

basis, presented a formalisation of a number of emotions in terms of agents using

the BDI framework. Their work provided a concise formalisation of emotions and

their effects, which this study will use, suitably adapted from the BDI to AATS

settings as its underpinning formal basis.

5.1.1 Motivation

“The influence of emotions upon beliefs can be viewed as the port

through which emotions exert their influence upon human life. Be-

liefs fueled by emotions stimulate people to action, or allow them to

approve of the actions of others in political context”. Frijda [61][Page

1]

The inclusion of emotions in rational decision making has been motivated by

different aspects:

• While performing a sequence of actions, determine whether resequencing is

necessary, or whether the current plan can still be followed. As noted in

Steunbrink et al. [119] emotions can be a trigger for resequencing.

• Emotions play an important role in social interaction. Humans adopt emo-

tional attitudes towards one another, and this seems to play an essential

role in developing and maintaining cooperation, as well as consistently ap-

propriate behaviour.

• These emotions also seem to act as tie-breakers to enable a reasoned choice

between two alternatives that are equally acceptable on purely rational

grounds.

.

5.1.2 Emotions: AI and Philosophy

The emotions model of Ortony, Clore, and Collins (OCC) [93] identifies twenty-

two emotions organised into a hierarchy. OCC does not claim that it covers all

possible human emotions; rather, it identifies emotional types where every type

refers to all similar emotions in the same category. The OCC model is attractive

to AI researchers, as it provides a specification of the conditions that give rise

to each distinct emotion in terms of the computationally familiar notions of ob-

jects, events and actions [119]. Also, the OCC model includes notions of intensity
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of emotions, and identifies a number of variables that influence the intensity of

emotions.

Reilly [107] used the OCC model to build a methodology of implementing an

emotional system. His aim was to construct believable emotional agents for

artists to use to create a dramatic environment. Thus, he was more focused

on expressing emotions rather than decision making, it is however useful to us

as it gives a fully implemented model based on OCC. The work of this chapter

uses some of the concepts and simplifications of OCC Reilly identified especially

in its quantitative aspects. This basically covers the mechanisms used for storing

emotions, combining them and decaying their intensities. Reilly’s work also gives

a simplified method of determining intensity, using only a subset of the variables

from the OCC model, most importantly the importance and unexpectedness of

the triggering event, which is of particular importance in emotion generation and

intensity. As well as storage, this work is inspired by Reilly’s mechanisms for

combining emotions of a similar type, and enabling them to decay over time.

The OCC model uses the familiar notions of Events, Objects and Goals which

map easily to our model where Agents, Goals and Values are the basis.

Events are things that happen, including the actions of agents, therefore, whether

values are promoted or demoted and goals are achieved or not maps to the AATS

model transitions, where every transition from one state to another can be seen

as an event. We recall that the transitions in AATS use the joint actions that are

performed to make these transitions to determine the effects on values and which

goals are achieved. These events are judged to be either pleasing or displeasing

according to the agent’s goals. Goals represent anything that the agent wants,

so they may be actively pursued. For example, the event of eating dinner when

there is a goal to eat would be judged as being pleasing.

Objects (including agents) can be liked or disliked according to an agent’s at-

titudes and behaviour. Attitudes represent personal tastes and preferences.

The work done by the Agents Group at Utrecht e.g., [81, 119] provides a for-

malisation of the emotions of the OCC model and has shown how hope and fear

in particular can play a role in decision making by triggering resequencing. [119]

defines the twenty-two emotional fluents of the OCC model. In Definition 5.1

their emotional fluents formalisation is given; these are subscript states of af-
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fairs with the name of an agent where appropriate. Some of the names have

been changed where appropriate. For example, Love has become Like where the

emotion of Love is too extreme for our purpose.

Definition 5.1. Emotional Fluents;[119] The set emotions is the set of emo-

tional fluents, which is defined as follows:

emotions =
joyi(ki), distressi(¬ki),
hopei(π, ki), feari(π,¬ki),
satisfactioni(π, ki), disappointmenti(π,¬ki),
reliefi(π, ki), fears − confirmedi(π,¬ki),
happy − fori(j, kj), resentmenti(j, kj),
gloatingi(j,¬kj), pityi(j,¬kj),
pridei(αi), shamei(αi),
admirationi(j, αj), reproachi(j, αj),
likei(j), dislikei(j),
gratificationi(αi, ki), remorsei(αi,¬ki),
gratitudei(j, αj , ki), displeasurei(j, αj ,¬ki),

In abstract terms an emotion e is determined for some agent i that may

involve attributes towards another agent j, and the actions of both agents (αi,

αj) in respect of a plan π proposed by agent i and how far towards its goal (ki)

this plan has progressed.

We can further refine this view of distinct emotions by grouping those with

relevant characteristics. The twenty-two emotions can be divided into eleven

pairs: for example, distress is the negative correlate of joy, and so on down the

list. We can group these pairs:

1. Happy-For, Resentment, Gloating, Pity, Admiration, Reproach, Like, Dis-

like, Gratitude and Displeasure: Emotions directed towards other agents

either generically as an overall attitude such as Like and Dislike or because

they realise a certain state of affairs (i.e. Happy-for or Gloating) or they

performed a recognised action (i.e., Admiration) or performed an action

that realises an important goal (i.e., Gratitude).

2. Pride, Shame, Gratification and Remorse: Emotions central to the agent

itself and are related to actions attempted and either failed (Shame), suc-

ceeded (Pride), or which resulted in a desirable or undesirable events (Grat-

ification and Remorse).

3. Hope, Fear, Relief and Fears-Confirmed: Probabilistic emotions, where

whenever the probability of achieving a desirable goal increases or decreases
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emotions of (Hope and Fear) occurs then as this hoped/feared goal succeeds

or fails, this causes (Relief or Fears-Confirmed). One interesting point here

is that Fear is a prerequisite to Fears-Confirmed, whereas Relief only occurs

when a goal succeeded and there was some fear initially that it would not.

4. Joy, Distress, Satisfaction and Disappointment: Similar to item 2 above,

these are central to the agents themselves and are related to goals of the

agent succeeding or failing (Joy and Distress); or succeeding/failing as the

agent performs a sequence of actions (Satisfaction and Remorse).

5.1.3 Emotion Types

This subsection describes each emotion type of the OCC model in more detail.

The emotions are presented formally (as in Definition 5.1) to show their direction

and how they are influenced. The variables that influence the generation and in-

tensity of these emotions are highlighted and then aligned to the decision-making

aspects.

Below, the subscript on the emotion itself indicates the agent having the emotion.

This is then followed by the variables influencing this emotion whether this is an

action (α), other agents (i or j), goal (k), or value (v). The subscript with each

variable is the agent to which this variable refers, whether the same agent (i) or

another agent (j) or a set of agents (C).

These emotions do not relate to events, but to actions of the agent itself which

each form part of the family of events represented by joint actions. They also

relate to the expectedness of these actions succeeding or failing. These emotions

are related to the “Values” in VAF, where a desirable action is the one that

promotes a value, and an undesirable action is the one that demotes a value.

pridei(αi), and shamei(αi) ,

Occurrence:

When an action αi promotes a value, the emotion of pride of the same agent

i is generated with an intensity that involves components of the expected-

ness and importance of this state of affairs.

When the action demotes a value, the emotion of shame is generated with

an intensity that involves components of the expectedness and importance

of this state of affairs.
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For example, a student in a university prepares a paper for a high qual-

ity conference that is known to have a very low acceptance rate. Moreover,

having a paper published in this respected conference would enhance the

department’s publication rate. Now, when the conference committee ac-

cepts this paper, the student will be proud with an intensity in line with

the importance and unexpectedness of the event.

admirationi(j, αj), and reproachi(j, αj) ,

These emotions are similar to (Pride and Shame) but relate to a different

agent’s action, i.e., i 6= j.

Occurrence:

When an action αj (of another agent j) promotes a value important to

agent i, the emotion of “Admiration” is generated with an intensity from

agent i that involves components of expectedness and importance of this

state of affair.

When an action (of another agent) demotes a value important to agent i,

the emotion of “Reproach” will be generated with an intensity that has

components of expectation and importance of this state of affair.

For example, when the student succeeds in publishing his paper in the

respected conference, his colleagues will admire him as he has promoted a

value of importance to all of them (the department’s publication rate).

gratificationi(αi, Vi), and remorsei(αi,¬Vi) ,

These are similar to (Pride and Shame): whereas pride and shame are influ-

enced by the action itself, these emotions also consider the events involved

whether these are desirable or undesirable, not only outcomes. This relates

in VAF to both Values and Goals.

Occurrence:

Gratification and Remorse have two influencing variables: the action the

agent performs and the value promoted or demoted in doing so (αi,Vi). If

the agent performs an action that resulted in promoting a value of impor-

tance to the agent himself, Gratification occurs; on the other hand if he

fails, he experiences Remorse.

For example, the student feels proud because he succeeds in his action
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and gets his paper published. He also feels gratification because, in addi-

tion, his action managed to promote an important value ‘the department

publication rate’.

gratitudei(j, αj , Vi), and displeasurei(j, αj ,¬Vi) ,

These are similar to (Admiration and Reproach) with the difference that

the events involved are also desirable or undesirable not only the outcome.

In VAF, this relates to both Values and Goals. We can see from the vari-

ables above that they are similar to admiration and reproach but also relate

to the agent’s own goals and values.

Occurrence:

If the action performed by another agent is combined with the agent’s own

action to promote a value, gratitude is experienced. If, however, the other

agent’s action produces a joint action which fails to promote that value, the

agent experiences displeasure.

For example, the Head of the Department (HoD) admires the successful

student for his achievement and he also feels gratitude as the student co-

operated with his request and together they had a successful joint action

that resulted in promoting the value the HoD originally anticipated.

joyi(Vi), and distressi(¬Vi) ,

These emotions relate to an important state of affairs that is either desir-

able and would cause “Joy”, or undesirable and would cause “Distress”.

This is mapped to the agent’s “Values” in the VAF system.

Occurrence:

Whenever a value that is of importance to the agent is promoted or de-

moted, one of these emotions occurs with an intensity equal to the level of

importance of that value, regardless of how or why it occurs.

For example, the department manages to publish three different papers

in the esteemed conference; exceeding the HoD’s expectations, he will be

generally joyful that the value of interest to him has been promoted and

this emotion reflects on all the agents and actions that were involved.

hopei(C, Vi), and feari(C,¬Vi) ,

These are emotions associated with the probabilities of success of a “Goal”
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increasing or decreasing.

Whenever the probability of achieving a goal increases, the emotion “Hope”

is generated with an intensity that is relative to the change in probability

and the desirability of the state of affairs.

Whenever the probability of achieving a goal decreases, the emotion “Fear”

is generated with an intensity that is relevant to the change in probability

and the desirability of the state of affairs.

Occurrence:

When parts of the plan succeed, then Hope is generated; on the other hand,

if some steps of the plan fail (where joint actions of agents in C lead to an

undesirable state), then Fear occurs. This applies to values that require

more than one step to be promoted.

For example, before asking for a promotion, the teacher plans to publish

three papers in three different major conferences. As his first paper gets

approved, he feels hope; his plan is moving as expected when he publishes

the second paper.

satisfactioni(j, Vi), and fears − confirmedi(j,¬Vi) ,

These relate to a state of affair happening similar to (Joy/Distress) with

the difference that they have a precondition of the existence of (Hope or

fear) to occur.

Whenever an agent achieves a goal that he was initially hopeful of achiev-

ing, the emotion “Satisfaction” occurs. On the other hand, whenever an

agent fails to achieve a goal that he was initially fearful of achieving, the

emotion “Fears-Confirmed” occurs.

Occurrence:

Whenever a sequence where hope exists is completed successfully, “Satisfac-

tion” occurs. When a sequence fails where fear existed, “Fears-Confirmed”

occurs.

For example, as hope exists and the teacher continues with his sequence to

publish all three papers, he asks for a promotion; once his sequence finishes
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and he manages to get his promotion, the emotion Satisfaction would take

place. On the other hand, if the sequence does not progress well (he fails to

publish one of the papers), so the emotion fear was in place, if eventually

he failed to achieve his goal ‘promotion’ he feels ‘Fears-Confirmed’.

reliefi(j, Vi), and disappointmenti(j,¬Vi) ,

These are similar to (Satisfaction and Fears-Confirmed), with the difference

that they relate to undesirable events.

Whenever a goal is achieved of which the agent was initially fearful the

emotion “Relief” occurs. Whenever a goal fails that the agent was initially

hopeful of achieving, the emotion ”Disappointment” occurs.

Occurrence:

Whenever a sequence is completed successfully where fear existed, “Relief”

would occur and when a sequence fails where hope existed, “Disappoint-

ment” will take place. If an agent decides on a sequence and starts executing

it, when an action fails during execution, the agent will resequence in order

to find an alternative to achieving a goal. At the same time, the agent

will experience fear that his goal might not now be achieved. If he does

indeed achieve his goal he now experiences “Relief”. Alternatively, when a

sequence is going on course and being followed as expected and then the

agent fails to achieve his goal, he experiences “Disappointment”.

For example, if the sequence was not moving well and the teacher fails to

publish his first paper, he would feel fear, but if his ultimate goal ‘promo-

tion’ is achieved anyway although fear existed, he would then be ‘relieved’.

On the other hand, if the sequence was moving well and the teacher was at

all times hopeful that he is on the right track for his promotion if eventu-

ally he fails to achieve that goal although the sequence was moving right,

he would then be disappointed.

happy − fori(j, Vj), and pityi(j,¬Vj) ,

These emotions relate to a state of affairs that took place regardless of

the actions that caused them. This is mapped to “Goals” in the decision-

making methodology. These emotions also have a precondition that the

emotion “Like” must also exist toward the other agent.

Occurrence:

108



Whenever a value of importance to the other agent is promoted and Like

toward this agent is larger than zero, the emotion of Happy-for is generated

and the intensity of this emotion depends on how well the other agent is

liked(the intensity of Like) and how desirable is this goal(the importance of

the goal).

Whenever a value of importance that is relevant to another agent is de-

moted and Like toward this agent is larger than zero, the emotion of Pity

is generated. The intensity of this emotion depends on how well the other

agent is liked(the intensity of Like) and how desirable is this goal(the im-

portance of the goal).

For example, suppose Student A likes Student B, and Student B has done

well on her exams, thus promoting a value important to her. Although this

value is of no importance to Student A because there is a Like emotion

between them, Student A will now be happy for Student B.

gloatingi(j,¬Vj), and resentmenti(j, Vj) ,

These emotions are the opposites of (Happy-For/Pity) where a state of af-

fair has occurred to someone else but on the other hand this someone is not

liked. These emotions have a precondition of another emotion “Dislike” of

being present.

Occurrence:

If a disliked agent fails to achieve a certain Value, the emotion “Gloating”

occurs with an intensity that is equal to how disliked the agent is and the

importance of this state of affairs.

If a disliked agent succeeds in achieving a certain Value, the emotion “Re-

sentment” occurs with an intensity that is equal to how disliked the agent

is and the importance of this state of affairs.

For example, the same student in the example above will gloat over the

other student if the emotion dislike existed and the other student does

badly in the exam.

likei(j), and dislikei(j) ,

In this study, we assume that the appeal of an agent increases and decreases

along with the values being promoted and demoted by its own actions and
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joint actions, so that reflects the extent to which other agents cooperate

with or frustrate it.

Occurrence:

If another agent performs an action that leads to a joint action which pro-

motes some value, the intensity of “Like” increases. When the joint action

demotes a value, “Dislike” increases. The intensity is dependent on the

importance of the state of affairs and the expectedness.

For example, when the researcher succeeds in promoting his department’s

publication rate, he will be liked by the HoD because it is an important

value to him. If the researcher on the other hand fails to publish as origi-

nally expected by the HoD and therefore causes the value ‘Publication Rate’

to be demoted, he will be disliked by the HoD.

Modeling Emotions

Gratitude and gratification are central because they relate to all these elements

(actions, values and goals), the difference being that gratitude is key for other

directed emotions while gratification is key for self-directed emotions.

Now, Gratitude and Displeasure can be used as the basis to model other agents

influences, but they cannot be used to model the agent’s own action. We use

Gratification and Remorse the same way as Gratitude and Displeasure to model

the agent’s own action. If a value is promoted by the agent itself, its gratifica-

tion increases; if by another agent, its Gratitude increases and if by combination

of both its Gratitude and Gratification both increase. But how can we know

who to blame or who to congratulate? How can we know which agent in the

joint action caused the effect? This can directly be applied to our model by

looking into the joint action. If out agent was hoping for joint action (a,b) to

promote V1, and what actually happens is (a,c) and V1 is not promoted, then

the hopeful joint action did not occur because the other agent did not perform

as originally expected (we expected b, but it did c). Thus, Displeasure is gener-

ated toward it. If the expected joint action took place and the value is indeed

promoted, then both agents have reacted as expected and there is gratification

(to the agent himself) and gratitude (toward the other agents in the joint action).

With this view, all other emotions can be derived from these two pairs (Grat-
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itude and Displeasure, Gratification and Remorse). Pride, for example, is the

sum of all gratification emotions caused by a certain action. Pity is the sum of

all remorse feelings another agent has toward a certain value with a condition

that the other agent is liked (intensity of Like emotion is over zero); then inten-

sity can be seen as combining remorse of the other agent with my liking toward it.

The same method can be applied to all emotions. The 11 pairs of emotions have

11 positive emotions and 11 negative emotions. The positive emotions, which are

a combination of gratitude/displeasure and gratification/remorse dependent on

who caused the state of affairs, occur whenever a value is promoted. The cause

of positive emotions is adherence to the intended sequence; negative emotions

occur whenever a value is not promoted where expected or a value is demoted

where not expected. If both agents do as expected in the joint action, then both

gratitude and gratification occur, as do other related emotions. If both fail “we

expect (a,b) and we get (c,d)” then remorse and displeasure occur together with

the other negative emotions. If the intended joint action (a,b) does not occur and

(a,c) happened instead but the value is also promoted, then gratification occurs

toward the agent itself, but not gratitude toward the other one as it has made no

contribution to its success.

5.2 The Role of Emotions

This section links emotions to the decision-making model by first identifying the

structure to address the different aspects of emotions and showing how these can

then be mapped into the decision-making methodology.

5.2.1 The Structure

The different steps forming and maintaining the emotions structure are the fol-

lowing:

Emotion Generation: Represents sets of rules that take inputs from the en-

vironment relative to the expectation of the agent in order to instantiate

the emotion. This will produce emotion structures describing the emotion

type, intensity, cause and direction.

Emotion Storage: Takes the emotion structure of various emotions and stores

them with two considerations: intensity and the set of emotions influencing

an agent. The intensity of an emotion decays over time according to a
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number of factors. In representing combinations of emotions, the intensity

of actions and degree are considered.

Behavioural Features Mapping: The behavioural features are the intermedi-

ate step between the emotions computation and the decision-making pro-

cess. These are user-created features that map different stored emotions to

the values of the agent in the value ordering of the decision-making method-

ology. This may affect the value order, which is the mechanism by which

the emotional state of the agent influences the choices it makes.

5.2.2 The Role in Decision Making

Decision making in the methodology explained in Chapter 3 critically depends

on the ordering of the agent’s values. Chapter 3 explained that although the

plan of action/sequence of action is defined for future action, this might change

according to how well or poorly the actual effects of the actions conform to the

expected actions. Emotions influence the process in the same manner where the

ordering of values is affected by the different emotions that the agent might have.

This could cause resequencing whenever an ordering of values changes and will

certainly impact on subsequent decisions. This happens through the influence of

emotions on behavioural features. Emotion structures are first built identifying

their type, intensities and direction. Those emotions are stored with a certain

decay function and then combined and mapped to behavioural features.

5.3 Emotions and Rational Decision Making

A distinctive feature of our approach is that the decision to be taken is not

based entirely on emotions, but on beliefs and rationality when what is rational

is relative to the emotional state of the agent. Emotions then may or may not

actually change the decision depending on the degree of their influence on the

decision-making process. This section covers the main aspects of emotions and

how they can be realised and linked to rational decision making.

5.3.1 Generation

The OCC model identifies twenty-two emotions as the basic emotions. These

were formalised by Steunbrink et al. [119] in terms of the common notions of

Plans, Goals and Actions. In the OCC model, each emotion is classified in terms

of its generation into first the cause of this emotion as a description and then

variables affecting the generation of this emotion.
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An example of this is the emotion “Hope”, which is defined in OCC as “pleased

about the prospect of a desirable goal”. This emotion can also be seen from

an agent’s perspective as increasing the expectedness of a desirable joint action

occurring. OCC defines the variables influencing intensity as:

1. The importance of the goal

2. The expectedness of this goal to happen

The emotion “Hope” occurs every time the expectedness of a desirable joint

action increases; this normally occurs if the prerequisites to this state of affairs

are brought about. Looking back at the example in the previous chapter, the

publication goal is achieved if first a student writes a paper and then successfully

registered for and attended a conference. The HoD will be more hopeful to

achieve the goal of publication if the student succeeded in writing a decent paper

as this increases the probability of the goal of publication being achieved.

Emotions are generated within our model whenever transitions occur in the

AATS model. Every transition moves to a different state of affairs where values

are either promoted or demoted and actions to reach subsequent states become

possible or not possible. Goals and preconditions are achieved or not and the

probabilities of goals are increased or decreased. Accordingly, these notions of

Value, Goals and Probabilities reflect the changes that happen in the state of

affairs and instantiate the emotions in this model.

We store the emotions generated in a structure with the following attributes:

Emotion type (Anger, Joy, ...etc)

Cause (Goal failing,Value demoted, ...etc)

Direction (is this a general emotion or directed toward an agent)

Intensity (a scale of how strong it is) See 5.3.2

Decay (an equation of how the emotion will decay) See 5.3.3

5.3.2 Intensity

The intensity of emotions depends on the importance of reaching a goal and the

unexpectedness of an action. It is now necessary to quantify importance and

unexpectedness.
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Definition 5.2. Importance and Unexpectedness

Let Audiencei be a partial order given to a set V of n values agent i = 〈vn >

vn−1 > ... > v1〉. Let q be a state such that moving from q0 to q promotes the set

of values Vv ⊆ V .

Ranki(V ) is the ranking of values v ∈ V for Audiencei, i.e., the position at which

the value v occurs in Audiencei

Vn(q)=V : V is promoted at q

Importancei(q)=
∑

w∈Vv(q) Ranki(w)

Let V AF0 be the VAF formed by agent i in q0 and m the number of preferred

extensions of V AF0 with respect to Audiencei. The unexpectedness of the action

of agent i, unexpectednessq0
(i) in q0 will be 1 − 1 ÷ m.

The calculation of emotion intensities occurs after the fifth step of the method-

ology of decision making presented earlier in Chapter 3, where an action is selected

and executed, the results are known, and a decision is made as to whether the

effects of emotions and sequencing are sufficient to change the value order; if not,

resequencing might be necessary.

Suppose agent i in q0 desires to reach qd and, given the action chosen by agent j,

αj , qa is the state actually reached. The intensity of any emotion is importancei(qd)×

unexpectednessj(qa) given that the conditions of that emotion occurs.

Definition 5.3. Emotion Intensities

Let i and j ∈ Ag and values:value vi and vj . Suppose agent i seeks a state

q1 from the current state q0 to promote value vi ,i.e., δ(q0, q1, vi) = +. Let

J = 〈a0, a1, . . . , an〉 be an intended joint action whose effect achieves this value,

and J ′ = 〈a0, b1, . . . , bn〉 be the actual joint action performed. Agent j is coop-

erative w.r.t the joint action J if bj = aj ; otherwise agent j is said to frustrate

joint action J .

This means that cooperation and frustration are linked to whether the agent

performing the joint action performs as expected or not, if the value we hope to

achieve is promoted by an unexpected joint action it would frustrate the agent.

We can now model emotions felt by agents i and j towards other agents in terms

of the outcome of a joint action J ′ relative to the value promoted. We have the

following possibilities where performing J ′ results in the state q′ and intensity

refers to importancei(qd) × unexpectednessi(qa) and α is the action performed

by i and αs is the planned sequence of actions.
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1. If δ(q0, q
′, v) = + then gratitudei(j, bj , v) for all cooperative agents and

gratification(bj , v) if bi = ai.

2. If δ(q0, q
′, v) = − then displeasure(i, bj , v) for all frustrating agents and

remorse(bj, v) if bi 6= ai

The above four emotions capture any action performed in the environment

either by the agent himself or another agent, discussed earlier in 5.1.3. Moreover,

it captures emotions that are directed toward other agents and emotions toward

the agent himself. The rest of the emotions can now be seen as a combination of

these.

Calculation of Emotions Intensity

In the decision-making model presented in this thesis, an agent i decides on a

sequence of actions to be performed α = (α1, α2, ..αn) part of a sequence of joint

actions he is hopeful will happen J = (J1, J2, ..Jn) and promote some values at

each step vi ∈ V . As the agent starts performing his sequence of actions, three

possible reactions can occur:

Possible Reactions in the system:

1. Joint Actions: Values would be promoted or demoted as expected in the

original sequence.

2. Side Effects: Other values important to the agent would be promoted/demoted

unexpectedly.

3. Sequence of Actions: The desired sequence of joint actions would be affected

or changed.

Depending on the importance and unexpectedness of each of the three factors

above, emotions are generated and might eventually change the decision-making

process. This is in line with the main definitions of occurrence of every emotion

discussed in 5.1.3. Below is a more detailed discussion of the various emotions

and how they are generated and calculated in our approach.

1. Let Gi(j, v, t) be the intensity of gratitude felt by agent i toward agent j at

time t and Di(j, v, t) be the intensity of displeasure felt by agent i toward

agent j at t both with respect to v. Let EM = (Gi(j, v, t)) − (Di(j, v, t)).
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This captures the basic emotion at every transition.

2. Let
∑J=n

J=2 Gi(J, v, t) be the intensity of gratitude felt by agent i toward the

other agents at t in respect of v and
∑j=n

j=2 D1(j, v, t) be the intensity of

displeasure felt by agent i towards the other agents at t with respect to v.

Let EMJ = (Gi(J, v, t))− (Di(J, v, t)). This captures the overall Gratitude

emotions i feel towards all agents in the system.

3. Let
∑V =n

V =1 Gi(j, V, t) be the intensity of gratitude felt by agent i toward j at t

in respect of all values and
∑V =n

V =1 D1(j, V, t) be the intensity of displeasure

felt by agent i toward the agent j at t with respect to all values. Let

EMV = (Gi(j, V, t)) − (Di(j, V, t)). This captures the overall Gratitude

emotions i feels toward agent j in the system relating to all values.

Like and Dislike Looking back at the list of possible reactions of the system,

like and dislike can occur as a direct result from joint actions and whatever

value they promote or demote (item 1) or can also be caused by side effects

whenever an unexpected value changes (item 2). Now:

Likei(j, v, t + 1) = Likei(j, v, t + 1) + EM .

Joy and Distress Looking back at the list of possible reactions of the system,

Joy and Distress are caused from the results of the joint action performed

and whether it promoted value as originally intended. Differently from Like

and Dislike above side effects do not have an effect here, also, Joy and Dis-

tress relate to all agents in the environment.

Joyi(v, t + 1) = Joyi(v, t) + EMJ .

Pride and Shame Pride and Shame are emotions similar to Joy and Distress

where they are caused from the results of joint actions, the only difference

from it is that it relates to the success caused by the individual agent and

how he made the difference in the promotion or demotion of values. Our

methodology presented here considers actions only from a joint actions per-

spective where a group of agents participates and results are then driven.

Therefore, results of Pride and Shame would be identical to Joy and Dis-

tress.
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Admiration and Reproach Those are emotions directed towards a specific

agent but capture all relevant values that agent promotes and is caused

by the result of joint action and side effects.

Admirationi(ji, t + 1) = Admiration(ji, t + 1) + EMV .

Happy-For and Gloating In our methodology, this is redundant as the only

difference between those emotions and Admiration/Reproach is that it re-

lates to values that are not important to the agent i. Considerations of

values relating to other agents have no effect on our current agent and so

are out of the scope of this study.

Hope and Fear This is related the sequence of action being executed as planned

with no changes. Let J0 be the the original sequence generated by the agent

and J t be the current sequence of joint actions. Where Jt 6= J0,

Hopei(J0, t+1) = Hopei(J0, t)+EMJ if J t+1 = Jt otherwise, Feari(J0, t+

1) = Feari(J0, t) + EMJ .

Satisfaction and Disappointment Those emotions require a precondition which

is the existence of the emotions Hope and they relate to the sequences of

actions.

Where Jt+1 = Jn and Hopei(J0, t) > 0

Satisfactioni(J t+1, t + 1) = Satisfactioni(J t, t) + EMJ if J t+1 = J0 oth-

erwise, Disappointmenti(J t+1, t + 1) = Disappointmenti(J t, t) + EMJ .

Relief and Fears-Confirmed Those emotions require a precondition which is

the existence of the emotions Fear and they relate to the sequences of ac-

tions.

Where Jt+1 = Jn and Hopei(J0, t) < 0

Reliefi(J t+1, t+1) = Reliefi(J t, t)+EMJ if J t+1 = J0 otherwise, Fears−

Confirmedi(J t+1, t + 1) = Fears − Confirmedi(J t, t) + EMJ .

Gloating and Pity Those emotions relate to reaction towards other agents and
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their perspective value (which are of no importance to our agent). This will

not have any effect on decision making and so will not be discussed further.

5.3.3 Decay

The concept of decay in emotions is very important. Emotions do not stay the

same at all times. When we are angry, anger starts at a certain intensity and

then dissolves over time. Nonetheless, time is not the only factor in decaying

emotions. Sometimes other factors might play a role (for example, the reason

that caused the emotion in the first place disappears). In this thesis, we do not

focus on decay but it is still necessary to model it, otherwise, emotions would

only increment unrealistically. We adopt the approach of Reilly [107] in modeling

decay without change.

Emotions start with a certain intensity and then decay over time and they dif-

fer in how this happens. It is plausible to consider that if an agent is Joyful at

achieving a certain Goal, this emotion will decrease and then dissolve overtime.

A simple decay system might just assume that intensity of every emotion will

decay by 1 with every time tick (e.g., Like(j,t) = Like(j,t-1) - 1 ). Another sys-

tem might have different rates of decay for different emotions.

In designing a decay function, three scenarios can be considered:

Stays The Same Where the emotions intensity will not decay with any factor

and can only increase as events occur. This might be useful in applications

where other external entities are involved in performing similar tasks on

an irregular basis where if a contractor failed to deliver on his project the

emotion of dislike might always stay the same (Emotiont = Emotiont−1).

Over Time Where a simple function will be attached to time and the emotion

will decay consistently over time. This might be the most common way

to implement decay (Emotiont = Emotiont−1 − Parameter). This would

be seen clearly in emotions like Hope where if the goal went a long time

without being achieved Hope will decrease.

By Condition If the condition that caused the emotion was not true anymore

the emotion will then decay. An example is when the HoD is fearful that

the student will not publish his paper, this emotion will disappear as the
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student publishes his paper. (Emotiont = Emotiont−1 if Condition = True

and Emotiont = 0 if Condition = False).

Complex Structures Where decays can have rules causing them to decay over

time and also have a condition that might alter the decay process. More-

over, the generation of new emotions might result in decaying others. For

example, an increase in Like might lead to a decay in Resentment.

A suitable decay function with either time constraints or condition constraints

will be combined with the emotional structure and stored in the emotional system.

As our methodology of using AATS does not explicitly account for time as a basis,

we consider each movement from one state to the other as a time tick to account

for decay over time.

5.3.4 Combination and Storage

In a given event, several instances of the same emotion may take place. In our

example of Chapter 4, a student might succeed in writing a paper and then at-

tend a conference which would give rise to two joy inducing events, the overall

effect on Joy can be dealt with in several ways.

Let us assume that an agent has three joy structures with intensities of x, y

and z: how can we determine the intensity of joy the agent actually has. Three

models are defined here and it is possible to use any of them [107]:

Winner takes all Joy in the above example will be max(x, y, z); the advantage

of this mechanism is that small emotions will not suddenly cause a big

emotional reaction as they are added, the disadvantage though is that small

emotions will now not be considered and have no impact on the decision-

making process.

Additive Joy will be x+y+z, this has the advantage of full and fair consider-

ations of all emotions, but can also cause havoc in the system as minor

emotions may cause a strong reaction.

Logarithmic Joy will be (Log(x+y+z)). This is a middle way where all emo-

tions are realised but at the same time the emotion will not have a big

change as emotions are occurring.

The emotional considerations take place after step five of the methodology

where an action has been performed and calculations are being made as to
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whether resequencing is necessary or not.

The next section will discuss how the different emotional structures can influ-

ence the decision-making process.

5.4 Influence on Decision Making

This section details how the emotional model now influences the decision-making

methodology explained in Chapter 3. First, an intermediate step will be created

between emotions and rational decision-making called “Behavioural Features”,

which will assist the mapping to values in the value order. Some changes are

then applied to the current decision-making methodology, in particular, Values

in the value order and States in the AATS, to cater for the emotional influence.

The concept of thresholding is then introduced to control the effect of emotions

on decision making, and the final subsection shows the mechanism of applying

the overall picture.

5.4.1 Behavioural Features

This is a level between emotions and values in the decision-making process. In-

troducing this level has the benefit of simplifying the changes in value orders.

Repression of Emotions It might not be desirable that all emotions would

have an effect on the value order, e.g., an agent might be influenced by

Anger but at the same time the emotion of Dislike might not make any dif-

ference with respect to particular decisions. This can get more complicated

if it is relevant to condition in the environment: i.e., a teacher might be

affected by Joy and Like throughout the year but when it comes to grading

his student those emotions should be repressed.

Complexity in Emotion Mapping The value order may be influenced by more

than one emotion. If the value V1 is influenced by emotions Em1, Em2 and

Em3, we can either build a relationship such as V1= V1 + Em1 + Em2

+ Em3 to indicate how the value would change with those emotions. The

emotions involved however might have different influences on the values so

that we should use weights to make the relationship V1 = V1 + (0.2 X

Em1) + (0.5 X Em2) + (0.3 X Em3). Behavioural features will provide

a more straightforward way to map these weighted emotions, where (B1=

(0.2 X Em1) + (0.5 X Em2) + (0.3 X Em3)) will then make it easier to

map to values.
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Redirection of Emotions An agent might have another level of complexity

where attitudes are built toward other agents that are unrelated to the

emotion itself, e.g., the HoD might spend more budget on training (value

of experience) when the publication rate is high).

The behavioural features differ with every person and perhaps are the el-

ements that determine the person’s attitude as they link values and goals to

behaviours and potentially actions. Accordingly, the setup that takes place here

would determine how well emotions would eventually influence the choice of ac-

tion. And because this relationship is not unique and it is different among indi-

viduals it is then quantified in Reilly’s model [107] and therefore ours. This step

represents the potential mismatch between modeling human reasoning and the

need for quantification in computer systems.

Behavioural features can also influence Aggressiveness toward another agent,

which involves a mix of components such as shame and dislike. Another pos-

sible behavioural feature can be a good mood, a component of joy and pride.

This indirection can be eliminated and emotions can directly be mapped to val-

ues in the value order, but it would become extremely difficult to formulate rules

as assigning emotions to values becomes more complex. Behavioural features

then act as intermediate factors between the raw emotions and their effects on

behaviour.

5.4.2 Weight Assignment

The mechanism by which emotions will influence decisions is by their impact on

the value ordering of the emotional agent.

Values in the Value Order (VO) are ranked with either a “>” to indicate a

value higher than another or “=” to indicate that both values have the same

preference. An example of a VO is “V 1 > (V 2 = V 3)” indicating the pref-

erence of V1 over both V2 and V3 and also that both V2 and V3 have equal

preference for the agent which means that if the agent wants to choose between

them, the agent would randomly choose either: he does not have any informa-

tion that would lead to preferring one over the other from a rational perspective.

In addressing emotions we add a subscript to values in the VO giving a weight

to each value “V 13 > (V 22 = V 32)”. V2 and V1 have the same importance

since they are equal: V1 has a greater importance. This change will now allow

121



emotions to change the VO by altering these weights. If an emotion affected

V1 and lowered its importance, it will be ranked below V2 and V3 resulting in

“(V 22 = V 32) > V 11”.

In the emotional model we introduced two new concepts to evaluate the models

from an emotional perspective (Importance and Expectedness; see Section 5.3.2).

If there were different possible states that would occur moving from the initial

state, the states that would be desirable (G) will have higher importance than

the ones that do not. On the other hand, states that promote more important

values (V S+) will in consequence be more important, similarly, when values are

demoted (V S−). To quantify importance we can use a formula:

Importance(q0) = (V S+) + (G) − (V S−)

One aspect not considered here is that this calculation of importance limits the

view to one move in the AATS model. A transition in AATS might not promote

many values or achieve a goal, but it would allow for a future transition. We can

call this a strategic move. To fully consider strategic moves, importance should

be calculated on paths of actions (paths of actions were discussed in Chapter 3),

and then the importance of a transition is defined, with the possible opportunities

that it might offer in the future as well as what it will promote immediately. To

simplify, we do not consider this aspect of opportunity further.

The last aspect is “Expectedness”. This is indicated in the AATS model ini-

tially and assigned to every state accordingly as

If Expectedness(q0) then Unexpectedness(q0) = 1 − Expectedness(q0)

A trivial way to look at expectedness, which can also be very useful when

an agent is uncertain or has no knowledge about expectedness, is to assume

equal expectedness of all possibilities. If we assume that there are five possi-

ble joint actions from q0 that would lead to anything between (q1 to q5), then

Expectedness(q1) = 1/5 = 0.20 and the same value is given to the remaining

states. This can be used in cases of uncertainty and then in emotion evaluation

causing Expectedness to be neutral. If there is a formula expressing how likely

the other agents are to perform the actions available to them, a better calculation

of expectedness can be given. This would, however, depend on domain knowledge

and models of other agents which are outside the scope of this thesis.
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5.4.3 Thresholds

The decision that the agent is trying to make is one based on his own beliefs,

as well as influenced by emotions. Some agents are more volatile than others.

To reflect this, we identify the degree of influence that emotions have on the

decision-making process. Threshold is the mechanism used to control the effect

of emotions whenever it is desirable to vary the emotional influence and to ensure

that things will not get out of control with high emotional influence.

Emotions vs. Beliefs :

It might be desirable at certain scenarios to have an agent with higher emo-

tional influence while in other scenarios it is undesirable to have an agent

easily influenced by emotions. For example, it might not be desirable to

have a HoD in a university that is highly influenced by emotions in his

budgeting decisions, where for more social situations, emotions can have

greater effects.

Recall that values in the VO are assigned weights. The threshold is the

difference between those values. In the example above, we considered the

V O: V 13 > (V 22 = V 12) > V 01. An agent with this VO is said to be a

volatile agent, where any small change in emotions would result in a value

change (the difference is 1). A more stable agent might rank his values

as such V 130 > (V 220 = V 120) > V 010, which now has a difference of 10

points, making it hard for any minor emotion to influence the decision-

making process. An even stricter agent who would prefer to be minimally

influenced by emotions would choose: V 1300 > (V 2200 = V 1200) > V 0100,

which would mean that emotions play a very minimal part in his decisions.

Values vs. Other Values :

Another aspect of thresholding is differentiating among values when a par-

ticular group of values should be relatively stable with respect to any emo-

tional influences. In the example, a fixed factor was added as the difference

between all values to control the generic thresholding of emotions.

5.4.4 The Methodology of Decision Making

A relationship model is built to relate behavioural features to the VO, where the

weights subscripted to the VO are affected by the intensities of the behavioural

features, i.e., V1 = V1 - (0.5 × Aggressiveness(i)), which means that V1 will be

affected by how aggressive the agent is toward i and the level of this effect is 50%.
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Chapter 3 discussed a five-step methodology where a transition model is built

and arguments of transition are constructed and then connected together in a

VAF indicating a relationship of attack between them. Successful attacks are

then identified using a value preference order, and the remaining surviving ar-

guments are placed in a Preferred Extension (PE), which is sequenced in the

fifth step, identifying differences in possible paths of actions to identify the best

possible path that the agent should follow.

After the execution of the first action and identifying the resulting state, the

intensity factor (See 5.3 Def 5.2) is calculated with the input of the initial state

and the resulting state. Intensity has the components of Importance and Expect-

edness (Section 5.3.2).

Accordingly, different emotions are generated whenever the condition for instan-

tiating this emotion occurs (Section 5.3.3). Existing emotions are decayed ac-

cording to the rules defined (Section 5.3.4).

The behavioural features map is updated and the different values in the VO

are affected according to the rule set earlier (Section 5.4.1).

If the weights of values mean that the ordering of values does not change, the

agent will continue the execution of his initial plan. This means that emotions

did not reach the threshold to actually affect the decision-making process (Sec-

tions 5.4.2 and 5.4.3).

If the weights of values changed the ordering of values, the agent will take the new

VO and go through a resequencing process, where steps 4 and 5 will be revisited,

and then step 5 will produce a new sequence of actions, which may result in a

new plan of action.

Emotional Attitude

Behavioural features are elements like aggression, defensiveness and generosity,

which are formulated as a combination of emotions. These behavioural features

act as an intermediate step between emotions and decision making as they are

mapped to values in the VO. The structuring of the behavioural feature partially

determines the attitude of the agent. If dislike (Emotion) is mapped to aggression
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(Behaviour), which is then directed towards a value in the decision system, the

result will be an aggressive agent that can easily get angry; where if the mapping

of dislike to behaviour is something like Aggression=(0.5) × Dislike, we would

have a less aggressive agent.

The concept of thresholding then controls the effects of emotions on the decision-

making process (Section 5.4.3). The combination of both thresholds and be-

havioural features can now create the “Attitude” of the agent.

In other words, the overall attitude of the agent in our system can differenti-

ate between how much his decisions are affected by emotions (Thresholds) and

what kind of mapping is done between what the agent feels (Emotions) and what

he would actually do (Behavioural Features).

5.5 Summary

This chapter showed how emotions can be integrated into a rational decision-

making process by extending the methodology to address emotional aspects.

The basis for our work is OCC [93] where we use the foundation and definitions

of emotions. The work of Reilly [107] builds the mechanisms of how emotions can

be translated and treated from philosophy and mainly the concepts of emotions:

Generation, Decay and Behavioural Features were taken. The work of Steunbrink

et al. [119] provides the basic formalisation of the OCC emotions (Definition 5.1)

which then this work extends to cater for different usages of emotions.

Our interests are not in the study of emotions, but rather in determining the

foundation that can be used to implement and accommodate emotional aspects

in decision making.

Another necessary aspect which our mechanism offers is the combination of ra-

tionality and beliefs in decision making with the irrationality of emotions and

provides a mechanism where this relationship can be controlled.

The main points this chapter addressed were:

1. Emotion Generation, where the rules of instantiation of emotions were

linked to the elements of the AATS model of this methodology with the

common aspects of Values and Goals. It was also shown how emotions
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can be a component of other emotions when they are considered from a

decision-making perspective. An emotion-generation model was built and

formalised.

2. Intensity, which is the degree of strength each emotion has. Intensity is a

component of both unexpectedness and importance of the state of affairs

and this links to the state of the AATS, the expected outcome and the actual

outcome. We can then see what different joint actions were performed and

so identify cooperative and non-cooperative agents.

3. Decay, are rules that control how emotions will decrease and then diminish.

4. Influence on the Decision-Making process, emotions will be combined in

the behavioural features’ structure which will affect the value order as the

intended sequence of actions is performed so that the values will be assigned

weights that change according to the intensities of the emotions that are

mapped to them. When the change is strong enough, the VO will change

and the plan of action will change accordingly.

5. Thresholding, is a method of controlling the degree of effect emotions will

have on the decision-making process. This is basically the difference in

weights between the different values in the VO. Whenever the difference

is larger, the decision will be more resistant to emotions, so that we can

represent more or less volatile agents.

The next chapter extends the example shown in Chapter 4 by implementing

the ideas of this chapter so as to include the effects of emotions on decision

making.
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Emotion Description Occurrence

pridei(αi), and shamei(αi) Relates to the agent’s own actions When an action αi promotes/demotes a value
admirationi(j, αj), and
reproachi(j, αj)

Relate to different agent’s action When an action αj (of another agent j) pro-
motes/demotes a value important to agent i

gratificationi(αi, Vi), and
remorsei(αi,¬Vi)

Consider actions and events The action the agent performs and the value promoted
or demoted in doing so (αi,Vi)

gratitudei(j, αj , Vi), and
displeasurei(j, αj ,¬Vi)

Consider actions and events toward other
agents

If the action performed by another agent is combined
with the agent’s own action to promote a value.

joyi(Vi), and distressi(¬Vi) Relate to an important state of affairs Whenever a value that is of importance to the agent
is promoted or demoted

hopei(C, Vi), and
feari(C,¬Vi)

Associated with the probabilities of suc-
cess of a “Goal” increasing or decreasing

When parts of the plan succeed or fail

satisfactioni(j, Vi), and
fears − confirmedi(j,¬Vi)

Relate to a state of affair happening with
a precondition of (Hope or Fear)

Whenever a sequence where Hope exists is completed
successfully

reliefi(j, Vi), and
disappointmenti(j,¬Vi)

Those relate to undesirable events A sequence is completed successfully where Fear ex-
isted, “Relief” and when a sequence fails where Hope
existed, “Disappointment” will take place

happy − fori(j, Vj), and
pityi(j,¬Vj)

These emotions relate to a state of affairs
that took place regardless of the actions
that caused them

A value of importance to the other agent change and
Like toward this agent is larger than zero

gloatingi(j,¬Vj), and
resentmenti(j, Vj)

A state of affair has occurred to someone
else but on the other hand this someone is
not liked

A disliked agent succeeds or fails

likei(j), and dislikei(j) The appeal of an agent increases and de-
creases along with the values being pro-
moted and demoted

An agent performs an action that leads to a joint ac-
tion which change some value.

Table 5.1: Summary of Emotion Types presented in 5.1.3
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Chapter 6

Extension of the Experimental
Study

This thesis aims at finding a methodology of decision making that can improve

the level of Trust we can place in agents to eventually be able to delegate more

critical tasks to them. Philosophy suggests that Trust is a combination of beliefs

and emotions; thus, the thesis has been divided into two parts where trust is

handled from the perspectives of rationality and beliefs of the agents about their

environment and their capabilities (Part I) and which is extended to accommo-

date emotions (Part II).

Part I introduced the theoretical work (Chapter 3), where a methodology of

decision making was constructed based on argumentation and empirically inves-

tigated through a case study (Chapter 4). Part II started with the theoretical

work in Chapter 5, introducing the basic elements of emotions and how they can

be integrated into the decision-making framework. This chapter now explores

those elements of emotions by extending the experiment in Chapter 4 to account

for them.

Chapter 5 introduced the OCC model of basic emotional types and how they

relate to each other. This was then formalised and linked with issues of intensity

of those emotions, decay and combination. Emotions were then linked to Value

Orders (VO) in the decision-making methodology through behavioural features

that govern and control emotions. The concept of thresholds was also introduced

to control the extent of emotional influences on the decision-making process and

particularly the level of influence that emotions might have in comparison with

the beliefs of the agent.
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This chapter extends the experiment presented in Chapter 4 to include those

concepts of emotions.

Section 6.1 introduces the main aims of this experiment and presents an overview

of the final results. Section 6.2 introduces the example study and gives a detailed

explanation of the mechanisms with which the methodology has been imple-

mented. Section 6.3 takes the implementation through a couple of scenarios and

drives a discussion with observations on the methodology as it has been im-

plemented. Section 6.4 studies the behaviour of the system on a larger scale,

considering multiple scenarios and analysing them. Section 6.5 offers a high-level

discussion of the benefits gained by the introduction of emotional aspects in the

methodology. Section 6.6 concludes the work of this chapter.

6.1 Introduction

This chapter extends the experiment presented in Chapter 4 to account for emo-

tional aspects. The experiment so far showed how a Head of a Department (HoD)

in a university can make a decision on how he can appropriately spend the de-

partment’s budget based on his beliefs of what would be best for the department

and beliefs in the knowledge of the environment and how other agents can react

according to any action. This chapter extends this idea and enables the HoD to

factor emotions into his decisions.

It is important to show how the decision process can be balanced between be-

liefs and emotions, how this effect of emotions can be controlled, and when it is

appropriate to allow for emotional influence and when a decision should not be

influenced by them. The experiment needs to show also in practice the beneficial

effect of emotional consideration in decision making and how the decisions of the

HoD can actually be improved if he considers emotional aspects.

6.1.1 Main Aims of this Experiment

A methodology addressing the first four elements of Trust was built in Chapter

3 and experimented in Chapter 4. This chapter now extends the experiment to

address the fifth element.

Below is a list of the main aims of this experiment and what this chapter hopes

to achieve.
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1. Give a better understanding of the work on emotions and the formalisations

presented in Chapter 5 through an example relevant to the topic.

2. Show the applicability of this work by means of a substantial implementa-

tion.

3. Build different setups and scenarios where conditions and reactions from

the environment differ, allowing an analysis of the degree of the effects of

emotions in order to improve the decision-making process and analyse the

effect of different setups on the process.

4. Show the different reactions the agent would have with different levels of

emotional influence by changing the level of threshold for the emotions in

the decision-making process.

5. Compare the results of having an agent with emotional influence with the

results of having an agent using a pure rational decision-making process.

6. Link the final view to the basic elements of trust and show the full picture

of the methodology in accordance with the elicitation of trust.

6.1.2 An Overview of the Empirical Observations

The case study this chapter offers starts by providing settings for all the emo-

tional aspects of the agent, which in this case is a department head trying to send

several students to conferences. Section 6.3 and 6.4 then present some scenarios

using those settings.

One observation is that emotional aspects affect not only short-term actions but

also future and even unrelated actions. Emotions of Dislike, for example, caused

by an action at the beginning of a scenario can affect a decision unrelated to the

first decision.

Emotions also have higher influence when things are not moving as expected

(whether better or worse), and almost no influence when everything is moving as

anticipated. Emotions thus re-enforce successful plans and trigger resequencing

in response to failure or unexpected success.

Emotions sometimes influence the agent’s preferences, but that does not mean

they will also influence the actual decision. In many cases the plan remains best

even when the preferences as expressed by its values order change.
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6.2 The Case Study

As mentioned in Chapter 4, the experiment was implemented and tested in the

.Net environment using Visual Basic. Screen shots of the actual experiment,

along with a brief description of how it has been implemented are provided in

Appendix A.

As this chapter extends the work done previously in Chapter 4, the next subsec-

tion briefly recalls the approach and example mentioned there.

The experiment started by identifying the problem scenario and the different

settings of the problem and ended with the sets of actions the agent can take.

Each choice represents a sequence of actions that can be executed one after the

other.

The example study presented here focuses on emotional considerations. Calcula-

tions are made between the execution of actions in the sequence and will either

affirm the initial sequence or propose a different one according to the progress

that has been made.

6.2.1 A Review of the Initial Experiment

We recall that our agent is a head of an academic department (HoD) in a uni-

versity, and he is faced with a dilemma of choosing what to do to appropriately

allocate the department’s budget where he needs to balance costs and consider

departmental and individual interests. Our agent (HoD) has requests relating to

travel funding to attend two specific conferences. He received requests from three

different students and needs to decide which of them to send. Students 1 (S1)

and 2 (S2) are new students. S1 is asking to go to a nearby conference, which

will be cheaper; S2 is asking for a different conference, which will cost more, but

has prepared a good paper that might help the department’s publication rate.

Student 3 (S3) is an experienced student asking to be sent to the local confer-

ence. Although she did not prepare a paper for submission, she is an excellent

networker who is likely to impress other delegates and so promotes the reputa-

tion of the department. The conferences are on different topics, so S2’s paper

would not be suitable for the local conference, but both conferences are of equal

standing. The budget only allows two students to be sent.

Table 6.1 introduces all related agents in the environment; Table 6.2 details all
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possible actions from those agents; Table 6.3 combines the actions in the previ-

ous table to produce all possible joint actions; Table 6.4 summarises the relative

value to the HoD and how it can be promoted; Table 6.5 is the cost of doing any

action.

Agent Description

HoD Head of the Department
S1 First student
S2 Second student
S3 Third student

Table 6.1: All agents in the environment

Agent Action Reference

HoD Send Sn to a conference α1(n)
HoD Asks Sn to write a paper α2(n)
Sn Student n does well at the conference βn

Sn Student n does poorly at the conference ¬βn

Sn Student n writes a paper γn

Sn Student n does not write a paper ¬γn

Table 6.2: All Possible Actions

Joint Ac Combination Description

J1n α1(n), βn HoD sends Sn to a conference and she attends
J2n α1(n),¬βn HoD sends Sn to a conference and she does not attend
J3n α2(n), γn HoD asks Sn to write a paper and she does
J4n α2(n),¬γn HoD asks Sn to write a paper and she does not

Table 6.3: All Possible Joint Actions

Ref Value Condition

H(n) Happiness of Sn When Sn is sent to a conference
E(n) Experience of Sn When Sn has attended a conference
P Department’s Publication Rate When a student writes and attends
R Reputation of the Department When an experienced student writes and attends

Table 6.4: HoD values

In building the model of emotions and specifically in implementing it into a

computer program, several assumptions were made in addition to the assump-

tions mentioned earlier in 4.2.2. Numeric values are assigned to different variables

throughout this example. This assignment is done arbitrarily where the numbers

are arbitrarily chosen with certain relative values to serve the purpose of eval-

uation. The numbers are not meant to express any “truth”, however, they are
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Item Cost

Initial Budget 3
Writing a Paper 0
Sending S1 to a conference 1
Sending S2 to a conference 2
Sending S3 to a conference 1

Table 6.5: Cost Analysis

chosen so that their relationships are consistent with the characterisation of the

agent.

6.2.2 Settings in the Example

Before going into the main model it is necessary to fix the initial settings of the

example study. For simplicity, the experiment does not consider all emotions

in the OCC emotional model. In particular emotions relating to goals of other

agents are not considered.

Thresholds

As mentioned in Section 5.4.3, this is the point where emotional influence on

decision making can be controlled. This is achieved through weights expressing

the worth of the various values. Two components will be needed, one to express

the volatility of the agent, and one to express the intrinsic importance of values.

Emotions vs. Beliefs: Our aim is that decisions should be based on beliefs and

influenced by emotional factors, and so it is very important now to quantify

this influence. In our case, a Department Head should not be over influ-

enced by emotions in his decisions, particularly budget-related decisions.

Since emotions impact on decisions by changing the value order, the relative

difference in weights between values will determine whether an emotional

experience of a particular intensity will alter this order. We, therefore, use

a threshold TR to set the difference between values. The greater the TR,

the more resistant the agent is to emotions. When TR is small, the dif-

ference between the values is small and the agent is volatile with respect

to emotions so that a minor emotional influence can dramatically change

the value order. If, however, TR is high, the agent is rather stable and has

a high resistance to emotional influence, and intense emotions, or a series

of events reinforcing a particular emotion, are required for there to be an

effect of the value order. Values are ordered, and for n values, the first will
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receive the weight ((N − 1) × TR) the second ((N − 2) × TR) and so on

down to the least important which receives no relative weight, (0 × TR).

Values vs. Other Values: The second aspect in setting preferences is designed

to recognise the fact that some relative value orderings never change no mat-

ter what happens: a businessman would always give more importance to

the profit margins of his company over the social activities the company

organises no matter what emotions contributed to raising the importance

of social activities. In our example, the HoD should always prefer the val-

ues of “Publication Rate” and “Department’s Reputation” over a student’s

experience or happiness. This intrinsic worth of values is represented by a

second threshold, TI. Values may be assigned to one of three categories:

high worth (TIH), medium worth (TIM ) and low worth (TIL). Now while

values within the same category change in accordance with TR, only a dras-

tic emotional experience can move a value from one category to another.

This is useful in cases where we want to have some values that should always

be more important than others (in our example Esteem and Publication).

It may still be possible for a value to move categories, but this would require

a series of very intense emotions. It is exceptional and typically undesir-

able: if for example liking for a particular student promoted that student’s

happiness above the departmental values, we would have a situation where

decisions were being taken for quite the wrong reasons.

Weights Assignment - Value Order

The initial VO is set to (Esteem > Publication > Experience > Happiness) or in

an abbreviated form (Est > P > (E1=E2=E3) > (H1=H2=H3)). This represents

that, although the HoD values the happiness and experience of his students, the

reputation and publication of the department is considered more important.

We must now assign numerical values to represent the weights of these values

and hence the volatility of this ordering with respect to emotions. Whenever

the difference between value weights is high, the agent will be less responsive to

emotions.

Following the discussion above we need to consider two aspects: the first is emo-

tions vs. beliefs, where we need to generally define the level of influence that an

emotion has on the decision-making process by determining the relative distance

between the value weights. In this example, we say that the HoD should not to be
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too easily influenced by emotions; hence, we arbitrarily set TR to 20. The second

aspect is the intrinsic importance of given values. Some values inside the VO need

to have a higher resistance to emotional influence than others. In our example, it

would make sense that the HoD will always value Esteem (Est) and Publication

(P) above Happiness (H) and Experience (E) no matter what happens from an

emotional perspective, and these two values should remain protected from any

change; thus, Esteem and Publication receive TIH and Happiness and Experience

TIM . As actual numbers we arbitrarily set TIH to 1940 and TIM to 10.

The weight of the values will now be as follows. The least important value is

Happiness. This has only intrinsic worth and no relative worth. It will therefore

be set to TIM . Experience has the same intrinsic worth, but some relative worth:

TIM + TR. Publication has both high intrinsic worth and more relative worth:

TIH + 2 × TR. Finally Esteem has high intrinsic worth and the most relative

worth: TIH + 3 × TR.

The VO with weights using the numbers identified above for in this experiment:

V O0 = Esteem2000 > Publication1980 > (E130 = E230 = E330) > (H110 =

H210 = H310).

If an emotional influence occurs that increases the weight of the value of Ex-

perience, it would now be extremely hard for it to become worth more than

Publication, as the difference is 1950. If, in contrast, some students fail to pub-

lish papers at a conference as expected, an experience of Distress would occur,

and the importance of Publication will rise and become more valued than Esteem

as the difference in weights between Esteem and Publication is not high enough

to resist it. Initially, all the students are treated equally in terms of the impor-

tance of their happiness and experience, but if student 1 has made an unexpected

achievement raising the emotions of Joy and Like for the HoD, the value of H1

becomes more important than H2 and H3. Note that particular values held with

respect to different agents, such as happiness, will always be more responsive to

emotional influence than distinct values.

Weight Assignment - Importance and Unexpectedness

The next assignment we need to make is to the different transitions in the AATS

model. From Chapter 5 the intensity of any emotion is calculated by multiplying
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the importance of the state reached by the unexpectedness of this transition to

occur. Here we need to assign weights to both importance and unexpectedness

in the model.

Condition Effect on Importance

A paper written +15
Happiness Promoted +17
Experience Promoted +20
Publication Promoted +28
Esteem Promoted +35
Two Students Sent +30

Table 6.6: Importance of each transition

Condition Agent Unexpectedness

A paper written S1 0.2
S2 0.2
S3 0.6

Attended the Conference S1 0.1
S2 0.1
S3 0.4

Table 6.7: Unexpectedness of each transition

Importance corresponds to the transitions that would be made between the

different states (See Table 6.6). For example, if a student writes a paper and

attends a conference and thus moves from qx to qy, he promotes Happiness and

Publication, and so the Importance in this case is 17 + 28 = 45. If this was an

inexperienced student attending a conference for the first time, qy would also be

recognising experience and importance is 45 + 20 = 65.

We note that the importance of every transition when considering emotions is not

relative to values only (See table 6.6). We say that sometimes there are events

that occur in the system that elicit an emotional response but would not neces-

sarily be a value to the agent. In our example, we have two cases. A transition to

a state that causes a paper to be written would elicit an emotional response and

would have an importance on 15 (Table 6.6) even though it is not a relative value

to our audience. The other case is the complete fulfillment of sending students

to a conference (two students sent has an importance of 30), where this is not

a value of importance or consideration to the audience but would, nevertheless,

elicit an emotional response as it is of emotional importance to the audience.

These transitions represent goals: the intermediate goal of a paper having been
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written has a small importance, and the overall goal, the highest importance.

Actual Publication and the Department’s Esteem are the most significant fac-

tors, so a higher value is assigned to them. The final goal that the HoD is trying

to achieve is sending two students to conferences. States that realise this fact

have a high value in importance too.

Now, it is time to give some assumptions to unexpectedness. We apply the

percentages in Table 6.7 to calculate the unexpectedness of each transition. We

assume that both S1 and S2 have a probability of actually writing a paper when

asked by 80% where the third student is less likely to do so and there is a 40%

chance only that the student might actually write, the same goes for attendance

as we are 90% sure that S1 or S2 would actually attend when asked whereas S3

is 60%.

The value of the unexpectedness of having written a paper by S1 can now be

calculated from the table ( 1 - 0.8 = 0.2 ). S3 attending is ( 1 - 0.6 = 0.4 ).

The intensity to which emotions are experienced will eventually be captured from

these percentages. It is quite normal and expected for new students such as S1

or S2 to actually register for and attend conferences when asked to do so. It is

then rational to say that the agent (HoD) should not have intense emotions when

it happens. On the other hand, if a new student (S1 or S2) does not attend the

conference, this is a very unusual state of affairs, and it is rational to say that

the agent (HoD) will now experience intense emotions.

6.2.3 Generation of Emotional Structures

As described earlier in Section 5.1.3 Gratitude and Displeasure are used as a ba-

sis to model all emotions because of the way they relate to Actions, Values and

Goals. Whenever the transition adheres to the original intended plan the emo-

tion of Gratitude will occur and will be the base to calculate the rest of positive

emotions. The same holds for Displeasure, whenever the transition frustrates the

original plan, Displeasure will occur and will be used as the basis for the rest of

negative emotions.

Below is a discussion of how the rest of the emotions can be elicited in our

case study.
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Joy(G)HoD , and Distress(G)HoD ,

Joy occurs whenever a value is promoted as intended and Distress occurs

whenever a value was expected to be promoted and it does not. So, Joy

occurs when J1n is expected and happens, and Distress occurs when J1n

is expected and J2n happens.

hopeHoD(j,G), and fearHoD(j,¬G) ,

Those emotions occur depending on the probability of a goal being achieved

increases (Hope), or decreases (Fear).

A student would usually be hopeful that he would be sent to a confer-

ence whenever he is asked to prepare a paper that is suited for a particular

conference, but that is not enough. As the HoD might be asking the student

to prepare a paper as a backup plan or for future needs. Thus, the student

will need to also know that the HoD has a plan in place to actually send him

to that conference. In short, the Hope emotion occurs whenever a student

S has written a paper and there is a plan to send him to a conference.

As the student knows that the HoD has a limited budget that would allow

him to only send few students to a conference, if a student was working on

preparing a paper and he then knew while doing so that another student

has been sent to a conference he would then be fearful that the budget

might not allow him to be sent and he might even start questioning the

HoD’s intentions on whether or not he is sending him. In short, Fear for

S occurs with respect to his own happiness whenever a student T is sent

where there is a plan to ask student S to write a paper.

satisfactionHoD(j, Vi), and fears − confirmedHoD(j, Vi) ,

If Hope exists and the goal related to hope has actually been achieved,

Satisfaction occurs. And if fear exists and the goal related to Fear was not

achieved, Fears-Confirmed occurs. Hope and Fear are prerequisites to these

emotions.

A student S will be satisfied if he was hoping for J1S to occur and then it

actually does happen. So, the emotion Hope is a precondition to Satisfac-

tion. In short, Satisfaction occurs when Joy(G) and Hope(j,G) Exists.

On the other hand if the student was fearful that something would not hap-
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pen and it does not he would then have the emotion of Fears-Confirmed.

So, the emotion Fear is a precondition to Fears-Confirmed. In short, Fears-

Confirmed occurs when Distress(G) and Fear(j,G) exist.

prideS(αS), and shameS(αS) ,

Pride and Shame are emotions that relate to the agent itself only and

its individual action. Whenever a value is promoted or enabled (writing

a paper enables publication) the agent will experience Pride and whenever

a value is demoted or disabled the agent experiences Shame.

Pride occurs when a student S has successfully realised J1S or J3S and

αS = β or γ. Shame occurs when a student S realises J2S or J4S and

αS = ¬β or ¬γ

likeHoD(S), and dislikeHoD(S) ,

Like and Dislike are directly related to the promotion or demotion of values.

Like occurs when a student S promotes the value of importance to the

HoD (Publication, Esteem, Experience).

Dislike occurs when a student S demotes the value of importance to the

HoD (Publication, Esteem, Experience).

admirationHoD(S,αS), and reproachHoD(S,αS) ,

Those emotions relate to other agents and their own success or failure.

When a Liked agent succeeds in achieving a goal (experiencing Pride as

a result) Admiration occurs and when this liked agent fails (experiencing

Shame as a result) Reproach occurs.

Admiration occurs when LikeHoD(S) and PrideS(αS). Reproach occurs

when LikeHoD(S) and ShameS(αS)

6.2.4 Decay and Combinations

Decay

Table 6.8 shows the settings used in this experiment to represent Decay. Those are

arbitrarily assumptions and are in reference to the example Reilly gave in [107].

The concept of Decay has been described in 5.3.4. Future possible extensions to
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this work might consider alternative combinations of different decays and analyse

the behaviour of the system accordingly.

Emotion Decay

Joy(G) 50% with each transition
Distress(G) 50% with each transition
Hope(j,G) Decays to 0 when a student is sent to a conference and attends
Fear(j,G) Decays to 0 when the other student S writes and attends a conference
Satisfaction(j,G) Decays to 0 when Joy(G) becomes 0
Fears-Confirmed(j,G) Decays to 0 when Distress(G) becomes 0

Pride(α) 50% with each transition
Shame(α) 50% with each transition
Like(S) 30% with every transition
Dislike(S) 30% with every transition
Admiration(S,α) 50% when Pride(α) becomes 0
Reproach(S,α) 50% when Shame(α) becomes 0

Table 6.8: Decay functions of the Example study

Combination

Three different methods were explained in 5.3.5. For simplicity, this experiment

uses simple addition to combine similar emotions.

As a simple example, if we assume that the initial value of Joy(G) is 5, and

then an action occurs which causes another experience of Joy(G) with the inten-

sity 7, the overall emotion Joy(G) is (5
2 ) + 7 = 12. We have multiplied 5 by 50%

to account for decay in the transition.

6.2.5 Settings of Behavioural Features

At this stage the connection between the emotional state of the agent (HoD) and

the decision-making methodology is made by setting the different behavioural

features and linking them to the values in the VO.

Behavioural Features

Mood = (Joy(G) - Distress(G) + Hope(G)) / 2

Friendliness(S) = (Mood + (Like(S) - Dislike(S)))/2 + (Pride(S) - Shame(S))

Cheerful = (Mood + Satisfaction(j,G))/2
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Defensive(S) = (Dislike(S) + Reproach(S))/2

Disappointed(G) = (Fears-Confirmed(j,G) + Fear) /2 + Distress

Links to the Values

HS = HS + Mood + Friendliness(S)

ES = ES - Defensive(S) + Cheerful + (Friendliness(S)/3)

P = P + Disappointed(P)

Est = Est + Disappointed(Est) + Mood

6.3 Scenarios

The previous sections explained the settings used within the case study. This

section is now a walk through of actual runs of the system. At the beginning,

an assumption that the HoD has a neutral emotional state is made; thus, Tables

6.9 and 6.10 show the initial states of the HoD at the beginning of the experiment.

As shown in Chapters 3 and 4, the methodology of action selection brings about

several plans (sequences) of action to be performed by the agent (HoD) and

presents them as possibilities that are subjected to a Safety, Threat and Oppor-

tunity evaluations (See Section 3.2.5) to determine which sequence of actions can

best be chosen. A sequence is the list of ordered actions that the HoD executes

one by one. If a path has five actions, the transitions that are made are called

stages. So, executing the first action in the sequence takes the agent from stage

1 to stage 2. A path with five actions will have five different stages. The process

ends when the budget becomes insufficient to send any additional students to

conferences.

In this section a path is chosen and the agent starts executing the actions in

this path where the emotions vary from one stage to the other upon the results

that are achieved from executing the action. It will be explained how these emo-

tional variations will affect the execution of this plan of actions.

The following scenarios reflect the same settings used in Chapter 4: the HoD

has a budget of three and 3 students, where the first and the second are inexpe-

rienced students, and the third student is an experienced student. The second
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Joy=0 Distress=0
Hope=0 Fear=0
Satisfaction=0 Fears-Confirmed=0
Pride=0 Shame=0
Like=0 Dislike =0
Admiration=0 Reproach=0

Table 6.9: The Emotional State at the beginning

Mood=0 Friendliness=0
Cheerful=0 Defensive=0
Disappointed=0

Table 6.10: Behavioural State at the beginning

student has prepared a paper for submission but is asking to go to an expensive

conference whereas the other students are asking to go to a less expensive con-

ference. The initial state q0 is then 3-000-010-001.

The degree to which emotions influence the decision-making process differs ac-

cording to the behaviours of agents in the environment. Two extreme scenarios

are presented in the next subsections where first cooperative agents will be con-

sidered in which students are mainly following the plans of the HoD. The next

subsection has a similar setup, but uses non-cooperative agents where the stu-

dents are consistently behaving contrary to the HoD’s expectations. During the

discussion of these scenarios other variations will be presented such as changing

the threshold or VO or the initial state.

Note that in the screen shots of the implementation the joint actions are ref-

erenced differently from Table 6.3. (J0,J1 and J2) are sending students 1, 2 and

3 to conferences. (J4, J5 and J6) are asking students 1,2 and 3 to write a paper.

6.3.1 Scenario No.1 Cooperative Agents

The following paragraphs discuss the findings in the first scenario. The numerical

results of each stage are shown in Table 6.11.

The initial Value Order is: V O0 = Esteem2000 > Publication1980 > (E130 =

E230 = E330) > (H110 = H210 = H310)

When the five-step methodology is executed, the HoD will have six possible

sequences to choose from; the optimal choice given his VO is: “ Seq = J33 then
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Emotions Stage 0 Stage 1 Stage 2 Stage 3

Joy 0 0 32 20.75
Hope 0 9 0 0
Satisfaction 0 0 32 32
Pride(S2) 0 0 0 4.75
Pride(S3) 0 9 36.5 18.25
Like(S2) 0 0 0 6.65
Like(S3) 0 0 32 22.4
Admiration(S2) 0 0 0 9.5
Admiration(S3) 0 9 73 70.75

Behavioural Features

Mood 0 9 41 50.5
Friendliness(S1) 0 4.5 20.5 25.25
Friendliness(S2) 0 4.5 20.5 39.5
Friendliness(S3) 0 13.5 73 77.75
Cheerful 0 4.5 36.5 46

Value Order

Est 2000 2009 2050 2100.5
P 1980 1980 1980 1980
E1 30 33.75 58 90.25
E2 30 33.75 58 95
E3 30 36.75 79 128.25
H1 10 23.5 85 160.75
H2 10 23.5 85 175
H3 10 32.5 146.5 274.75

Table 6.11: Emotions and Behavioural Features of all stages in Scenario 1

J13 then J12 ”. That is, he would first ask the third student to write a paper

(J33) and then send him to a conference (J13) and then send the second student

(who has a paper written) to his conference (J12).

Stage 1

The agreed Sequence as discussed is ( Seq = J33 → J13 → J12 ) ( Seq = Ask

S3 to Write → Send S3 → Send S2 )

As we are presenting a cooperative scenario, the student successfully writes the

paper. Intensity is calculated according to Tables 6.6 and 6.7.

The emotional state is now different because the HoD will now have emotions of

Admiration toward S3 and also Hope that the Publication value might hopefully

be achieved in the future as S3 has successfully written a paper.
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Accordingly, the behavioural state also changes where the general Mood and

Cheerfulness of the agent will get better and his friendliness toward his students

will increase and will increase especially for S3 as he is the one who caused the

good state of affairs.

Now, as mentioned in Section 6.2.6, this will affect the VO as follows: the calcu-

lations are shown in Table 6.11:

V O1 = Esteem2009 > Publication1980 > E336.75 > (E133.75 = E233.75) >

H332.5 > (H123.5 = H223.5)

We note the following: although generally the happiness of students has increased

in importance and H3 has increased the most, it did not increase enough to be

more important than the value of experience. If the threshold had been set to 10,

the happiness of the 3rd student would have became more important than the

experience value. There is an issue here, in that it might be thought wrongly that

a department head will give more importance to a certain student’s happiness

over the experience of all other students just because he succeeded in writing a

paper.

The Happiness/Experience of the third student is of more value now compared

to other students. One of the benefits of emotional considerations is to address

uncertainties and equalities. (H1=H2=H3) in the initial VO had one of two inter-

pretations: it either meant that the HoD genuinely did not have any preference of

one student’s happiness over the other (Equality) or the information is basically

absent in the system (Uncertainty). Without emotional considerations, such sit-

uations would have been dealt with randomly without giving any preference to

any particular choice/value, while now the department head has a good enough

reason to prefer the Happiness and Experience of S3 over the other two since

there is no other information that would help make a choice. This will be further

discussed in 6.4.4.

Stage 2

With the change that took place in the VO, the HoD will go through a rese-

quencing process and will be presented with different options one of which is to

continue with the original plan ( Seq = J33 → J13 → J12 ) ( Seq = Ask S3 to

Write → Send S3 → Send S2 ). Calculations of Safety, Opportunity and Threat
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(See figure 6.1) indicate that the original plan remains the best choice which is

as it should be as events are occurring as expected when the original plan was

made. In general resequencing should not occur if the plan is on track, rather

emotional changes should tend to reinforce the plan.

Figure 6.1: Scenario 1 the choices at stage 2

The action J13 succeeds, and the third student has now attended the confer-

ence. First, the existing emotions decay according to Table 6.8. Next, the new

emotions are calculated. As the third student is an experienced student who has

also written a paper, values of Publication and Esteem are promoted and the new

emotional structure has elements of Joy for Publication, Joy(P), and Joy for Es-

teem, Joy(Est), S3 will have Pride and the HoD will like S3 more and admire him.

The behavioural features now include an increase in the general mood of the

HoD and Friendliness (specially toward S3).

The Value Order is now:

V O2 = Esteem2050 > Publication1980 > H3146.5 > (H185 = H285) > E379 >

(E158 = E258)

A dramatic (and perhaps undesirable) change now occurs in the VO where the

HoD will now prefer the Happiness of his students over their Experience. This

was mainly because S3 has promoted enough values to make the experience of the

students less important than their Happiness. In what follows this means that

actions that do not promote Experience but Happiness will now be preferred.
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In the previous stage, if two students had the chance to be sent to conferences

where one of them had attended previous conferences, the attack that represents

the importance of Experience will not succeed. Nevertheless, this effect will not

last for long, as the reasons that caused happiness to increase will now decay and

once a state of affairs occurs that raises the importance of experience they will

become more important again in the VO. Psychologically the situation represents

a person being more amenable to requests when his mood is good.

Stage 3

As the VO has changed in the previous step, resequencing will occur and the

original plan ( Seq = Ask S3 to Write → Send S3 → Send S2 ) is then evaluated

to see whether it still represents the best option for the HoD.

Where S2 has a paper written, this means that sending S2 will promote Pub-

lication and thus the original plan will still be followed as Publication is still

more important than Happiness and Experience despite the changes that oc-

curred in the value order.

The final Value Order of this scenario is:

V O3 = Esteem2100.5 > Publication1980 > H3274.75 > H2175 > H1160.75 >

E3128.25 > E295 > E190.25

If the scenario took place with a different sequence where the first student would

be asked to write a paper and then sent instead of sending S2 (which would

achieve the Publication goal as well) the plan would now change as not sending

S2 would demote Happiness which has become a more important value than the

Experience of S1.

Running the same scenario with a slightly higher threshold will keep the VO

as is in the previous step and Experience would still be more important than

Happiness, and no resequencing will be triggered.

A general observation in this scenario is that although emotions have played a

role in changing the VO of the agent, they did not influence the actual decision-

making plan. This is an expected behaviour as other agents were acting cooper-

atively within the scenario. Whenever an agent has a plan and the plan while in

execution was delivering the expected results, emotions should have a minimal
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influence on changing it.

6.3.2 Scenario No.2 Non-Cooperative Agents

The following paragraphs discuss the findings in the scenario where the numerical

results are provided in Table 6.12.

The HoD has the following initial VO (V O0 = Est > Publication > Experience >

Happiness). The Initial Value Order is:

V O0 = Esteem2000 > Publication1980 > (E130 = E230 = E330) > (H110 =

H210 = H310)

As the five-step methodology is executed, the HoD is presented with six pos-

sible sequences to choose from out of which one presents an optimal choice from

a sequencing perspective: “ Seq = J33 then J13 then J12” the HoD may first ask

the third student to write a paper (J33) and then send him to a conference (J13)

and then send the second student (who has a paper written) to his conference

(J12).

Stage 1

Say student S3 fails to write the paper. This failure gives rise to the emotions

of Dislike and Reproach towards S3: S3 also feels ashamed of his failure. This

is then incorporated into the behavioural features, where the HoD is now less

friendly and defensive to S3.

As mentioned in Section 6.2.6, this will affect the VO in the following way:

V O1 = Esteem2000 > Publication1980 > (E130 = E230) > E321 > (H110 =

H210) > H31

Whenever presented with an opportunity to choose among the students, the HoD

now always prefers S1 and S2 over S3. However, if S3 can promote Publication

or Esteem, he is chosen, as those values are still preferred.

Stage 2

Things have now moved in a different direction from what was initially expected.

With the change that took place in the VO, the HoD now goes through a re-
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sequencing process and is presented with different options, of which the best is

(J12 - J31 - J11) that is a change to the original plan.

Unlike the previous scenario, the resequencing process now suggests a different

plan, where S3 is no longer considered and the HoD will now consider S1 instead

and give a plan to ask him to write a paper and then send him to a conference

hoping that he would achieve the goal of publication.

The action J12 succeeds and the 2nd student has now attended the conference.

First, existing emotions will decay (Table 6.8). Emotions of Joy and Admiration

will be experienced and S2 will experience Pride. At the same time, the emotion

of Fear will be generated as the HoD is now fearful that by sending the 2nd stu-

dent, S1 will not agree to write a paper (the next action) as the latter’s hopes of

being sent are now less.

The Value Order is now:

V O2 = Esteem2009.75 > Publication1983.25 > E235 > E132 > H229.5 > H119.75 >

E316 > H35.65

The success Student 2 had in attending the conference raised the values of Hap-

piness to a level where they became even more important that the Experience of

the 3rd student (who failed to write in the previous stage).

Stage 3

With the change that took place in the VO, the HoD will go through a resequenc-

ing process and will be presented with different options out of which the best is

still (J12 - J31 - J11) which is the same as the current plan.

The first student now fails to write a paper giving rise to different emotions and

behavioural features (see Stage-3 in Table 6.12) and causes the VO to change to:

V O3 = Esteem2016.25 > Publication1986.5 > H239.9 > E239 > E116 > E313 >

H37.5 > H16.6

Stage 4

The HoD now has a dilemma: whether to choose S1 or S3 to attend the con-

ference where both had failed to write a paper. S1 will promote Experience as
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he is a new student where S3 will promote Happiness which is more important

than S1’s Happiness. Although the HoD started the process treating everyone

equally and rating everyone’s happiness equally as a result of what has happened

in Stage 3 (the failure of S1), S1’s happiness is no longer a priority to the HoD.

As S3 has failed to write a paper earlier his Happiness is still much lower than the

value of S1’s Experience. Hence, the HoD will choose to send S1 to the conference

even though his Happiness is less important than S3’s Happiness.

If this has occurred before S3 was asked to write the paper, the HoD would have

chosen S3 as his Happiness would have been more important than S1’s Experi-

ence.

6.3.3 Non-Cooperative with Higher Emotional Influence

This is another scenario where the volatility of emotional influences is high or

in other words the difference in weights between the different values are set low.

Figure 6.2 shows the tracker screen of the experiment from the program.

As S2 has written a paper sending him would promote Publication. And as

S3 has Experience sending him would promote the department’s Esteem.

The HoD starts with the preference of the department’s Esteem over Publication

and over the student’s Experience and Happiness, as in the previous scenarios.

The ideal sequence chosen at stage 5 was (Send 2 - Ask 3 - Send 3) (Figure 6.3).

This sequence would, if successful, promote the department’s Esteem and then

Publication when S2 is sent: these are the most important values to the HoD.

Stage 1

When the HoD asked the second student to attend the conference the student

failed to do so. This caused emotions of Distress and Fear (because Publication

was not promoted as expected) and Dislike toward the second student. The stu-

dent himself also had the emotion of Shame as he failed to meet the expectations.

The values of those emotions are considerably higher for two reasons: the un-

expectedness of S2 attending was set very low as it was thought very unlikely to

happen; and the importance of the next state was set high as the promotion of

Publication was expected. Another observation would be the dramatic change in

VO. Whereas the HoD failed to promote Publication his Fear caused the change

that Publication became more important than the department’s Esteem.
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Emotions Stage 0 Stage 1 Stage 2 Stage 3 Stage 4

Joy 0 0 6.5 3.25 20.425
Fear 0 0 6.5 6.5 6.5
Pride(S2) 0 0 6.5 3.25 1.625
Pride(S3) 0 0 0 0 18.8
Shame(S1) 0 0 0 12 6
Shame(S3) 0 6 3 1.5 0.75
Like(S2) 0 0 6.5 4.55 3.185
Like(S3) 0 0 0 0 18.8
Dislike(S1) 0 0 0 12 8.4
Dislike(S3) 0 6 4.2 2.94 2.058
Admiration(S2) 0 0 13 18.2 13.91
Admiration(S3) 0 0 0 0 37.6
Reproach (S1) 0 0 0 12 12
Reproach (S3) 0 6 6 5.25 22.175

Behaviours

Mood 0 0 6.5 3.25 20.4
Friendliness(S1) 0 0 3.25 -16.375 0.01
Friendliness(S2) 0 0 13 7.15 13.43
Friendliness(S3) 0 -9 -1.85 -1.35 36
Cheerful 0 0 3.25 1.625 10.2
Defensive(S1) 0 0 0 12 10.2
Defensive(S3) 0 6 5.1 4.095 12
Disappointed 0 0 3.25 3.25 3.25

Value Order

Est 2000 2000 2009.75 2016.25 2039
P 1980 1980 1983.25 1986.5 1989
E1 30 30 32 16 10.97
E2 30 30 35 39 48.73
E3 30 21 16 13 18.37
H1 10 10 19.75 6.6 27
H2 10 10 29.5 39.9 73.75
H3 10 1 5.65 7.555 64.6

Table 6.12: Emotions and Behavioural Features of all stages in Scenario 2

Stage 2

The failure to promote Publication in the previous step has caused the HoD to

change priorities and place Publication at higher importance in the VO. This

has also affected the sequence of actions where the HoD was initially planning to

promote Esteem at stage 2 he now has changed the sequence to (Ask Student 1

- Send Student 1) in the hope that the first student would promote the depart-

ment’s Publication.
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Figure 6.2: The Emotional state throughout Scenario 3

We note that where the HoD had initially wanted to consider the third student

and ignore the first student, he has now changed priorities with the increased

importance placed on Publication and now at this stage changes the plan from

promoting Esteem through student 3 to promoting Publication though student 1.

When this action fails, the HoD changes plans again (See stage 3 in Figure 6.2).

And although Publication remains his number one priority he chooses to promote

Esteem and gives the third student a chance as the first and second student have

failed him.
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Figure 6.3: Choices of sequences in Scenario 3

6.4 Analysing the Results

The analysis below is divided into two parts: First, we will discuss the results of

applying the methodology to twelve different scenarios and discuss the reactions

of the HoD in those different scenarios. Secondly, we will consider all possible

value orders in the system and analyse how the agent would react throughout

the decision-making stages.
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6.4.1 Multiple Scenarios Analysis

We ran the process across different thresholds (Table 6.13) and assuming Co-

operative and Non-Cooperative scenarios. In all scenarios, the Starting VO is

EST>P>E>H and as a result the HoD will always start the decision-making

process choosing the sequence J12 → J33 → J13 (Sending S2 → Asking S3 to

write → Sending S3).

Threshold Final VO Chosen Sequence

Cooperative Agent

1 H>E>Est>P J12 → J31 → J11

5 H>E>Est>P J12 → J31 → J11

15 Est>H>E>P J12 → J33 → J13

50 Est>P>E>H J12 → J33 → J13

1000 Est>P>E>H J12 → J33 → J13

Mixed Est>P>H>E J12 → J33 → J13

Threshold Final VO Chosen Sequence

Non-Cooperative Agent

1 P>Est>E>H J12 → J31 → J11

5 P>Est>E>H J12 → J31 → J11

15 P>Est>E>H J12 → J31 → J11

50 Est>P>E>H J12 → J33 → J13

1000 Est>P>E>H J12 → J33 → J13

Mixed P>Est>E>H J12 → J31 → J11

Table 6.13: Agents reaction to different emotional thresholds with the following
starting VO: Est > P > E > H

Observations

1. The original plan of the HoD is always Sending S2 and then S3 after he

prepares a paper and S1 would have no role at all in the HoDs original

plan. We see that emotional factors change this preference according to the

result of Sending S2 at the beginning. If S2 performs badly, the HoD will

give Publication more importance and when the emotional threshold is set

low, the HoD will quickly change his VO to have P as the most important

value. This would then reflect on the action plan where the HoD will now

ignore S3 (as S3 in not likely to produce a paper) and consider S1 instead.

The HoD will now ask S1 to write a paper and send him to a conference as

this better suits the new VO.
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ask S3

send S3 ask S1

S3 fails
Publication > Esteem

send S2

original plan:

emotional effects are small

S1 succeeds

now H1 > H2
and E1 > E2

send S1 send S2

S1 fails
only S2 can
promote publication

send S3

whether S1
succeeds or
fails only
S3 can promote

send S2

S1 not a
success.
Only S2 can
promote 
publication

send S3

S1 is a
truiumph
so 
Esteem > Publication
S3 more likely to
promote esteem

either actions succeed or

a value

Figure 6.4: Variations arising from emotional influences

2. In cooperative scenarios when emotions have lower effects (higher thresh-

olds) we notice that the HoD would always stick to the original plan and

does not deviate from it, meaning that emotions will have little or no influ-

ence at all in the decision-making process.

3. In cooperative scenarios when emotions have higher effects (lower thresh-

olds) we notice that the HoD will immediately start preferring students’

Happiness and Experience and hence focusing on S1 rather than S3. This

happens because the HoD will now become more comfortable and joyful as

his plans are moving very well, and when the HoD is volatile and so re-

sponsive to emotional changes (as emotions have a low threshold). He will

immediately change VO to rank Happiness higher, causing him to prefer

sending S1 to a conference instead of S3 (As S1 is more likely to obey).

4. In both cooperative and non-cooperative scenarios we notice that as the

Threshold goes higher emotions will have little or no impact on the VO and

therefore the chosen sequence. Increasing the threshold, would make the

HoD less volatile to changes and, therefore, be more rational in his choices.
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When the threshold is set at 1000, we notice that emotions play no role at

all in the decision-making process. However, as we have seen, sticking to a

failing plan can miss opportunities, and so whenever there is a possibility

of an emotional trigger for resequencing, the HoD performs better.

5. As the HoD gets more comfortable when actions succeed we notice that

Happiness and Experience get promoted eventually affecting his choice of

actions whereby he starts to incline towards S1 rather than S3.

6. In all scenarios, the HoD will always start with Sending S2 as he has a

paper ready and would immediately promote Publication. In most cases,

the result of this action determines whether he would continue with S3

as planned or switch to S1. The HoD will always keep the original plan

of Sending S3 whenever Esteem is at the top of VO, but whenever this

changes, the HoD would immediately ignore S3 and focus on S1. This is

because the only benefit that the HoD has from S3 is when the value Esteem

is of importance, otherwise, S1 would be his choice.

7. We can summarise the tables above in the following: the HoD would ratio-

nally choose to Send S2 and then S3 ignoring S1 unless emotional factors

were high enough then he would switch to Sending S2 and S1 ignoring S3.

This is a good example of the importance of emotions as it shows us how

our agent can quickly adapt to changes in the environment and react to

results. The HoD has better chances to promote Publication through S1

and S2, but he chooses to go with S3 initially instead of S1 as S3 promotes

Esteem. Failure to promote Publication with S2 quickly makes the HoD

give more focus to it and he chooses to take the safer path, choosing S1.

A useful overview of the process can be seen in Figure 6.4. This shows what

happens with a starting VO of Est > P > E > H for different responses and

thresholds.

Emotions can influence the decision making at three points:

1. If S3 fails to write a paper. Worry about Publication may mean that S1 is

asked to write a paper instead of Esteem being pursued by sending S3.

2. If S1 writes a paper. Now liking for S1 will mean that S1 is sent before S2.

3. If S1 succeeds at the conference. Relief with respect to Publication, together

with improved mood after this unexpected bonus may mean that Esteem

again becomes the priority and S3 is sent to pursue this value.
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Of particular note is the way in which the emotional response prevented stay-

ing with a failing plan and instead sought an alternative way of promoting key

values in step 3, and caused a refocus on important departmental goals in response

to to the unexpected success of S1. It may appear that S2 suffers, because he is

given no opportunity to impress the HoD. We may think this is appropriate as the

aims of the department are furthered. However, if we wish to give the interests

of S2 more weight, we could increase the liking for S2 in the initial position, to

reflect that he already had a paper written.

6.4.2 Multiple VO Analysis

In these scenarios (Table 6.14) all possible VO are presented and we analysed the

response of the HoD in every step. A couple of assumptions are made here: First,

there is a fixed emotional threshold between all values in the VO. Second, we

assume that the students will alternate in their response by failing or succeeding

to achieve the required action.

Observations

1. In any step during the decision-making process the agent will always pre-

serve the same action plan whenever it is going as expected (stages 2 and

4) and would always consider changing the plan if an action fails (stages

1,3 and 5). This happens because the original VO can change dramatically

whenever a step of the plan fails as the HoD responds emotionally to the

failure. This change in the VO would immediately affect the plan of the

HoD and hence change the next actions he would make. On the other hand,

success in the execution of the plan would usually encourage the HoD to to

continue on the same course of successful actions.

2. In some cases (such as 7-12 and 19-24) we notice that emotions and re-

sequencing had no influence on the decision plan. It is useful to consider

such scenarios to reduce complexity and redundancy in the decision-making

process. Looking at the table above we can set a rule that whenever the

value H or P are the most highly rated the HoD will skip the resequencing

and emotions process during the execution of his actions.

3. A more interesting observation is what we see in 5,6,17 and 18 in stage 3,

where even though the HoD succeeds in his plan he still changes it in stage

3 in response to an unexpectedly good outcome. This reflects the fact that

priorities are changing and when priorities change the plan also changes.
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So, emotions would usually play a big role when things are not moving on

track but they can still influence the plan even when it is moving right.

6.5 How Emotions Helped in the Decision-Making

Process

This section shows how the work of this chapter contributes to the overall mo-

tivation of this thesis. The inclusion of emotional considerations in the HoD’s

decision-making process helps him to decide when merits are equal over multiple

choices. It has also shown how plans might better be changed during the execu-

tion of it depending on their results. Emotional consideration was found to be

useful as a substitute in the absence of enough information to make a rational

decision.

6.5.1 A Tie Breaker in Equally Evaluated Options

Situations where preferences are set equally among different values will mean that

the agent might come to situations where a decision will be made on a random

basis as rationality will fail to resolve to better decisions. In real life, emotions

are usually the judge in situations whenever rationality fails. For example, if the

most important values are satisfied, the better liked agent will be chosen.

In the scenarios above, the HoD has no preference among the different students

initially (H1 = H2 = H3 and E1 = E2 = E3), but as they started succeeding and

failing in bringing about the HoD’s values he started to place preferences among

them and the VO started to change reflecting this change.

6.5.2 The Necessity of Resequencing

Whenever a decision is needed, considerations of the future are made and the

methodology of decision making will not only recommend the next action, but

also build a plan of actions that the agent can best follow. This plan is made on

certain expectations as to what will happen during its implementation and based

on current priorities. Nevertheless, if the actual results were different from the

original expectations this might mean that the plan is no longer the best plan to

be followed. Using emotions, the action can cause the priorities of the agent to

change. If we planned to travel by plane as it is two hours faster than the train

and went to buy tickets and found out that the wanted flight has been cancelled

and the alternative flight will have a four-hour connection it is wise to resequence

and consider if other plans were better in light of the recent results.
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That said it also makes sense that if results occurred as expected that the plan

is followed as is. This was clearly shown as the main difference between scenario

1 and 2, where the original plan was never affected regardless of changes that oc-

curred in the VO as the students were always delivering the HoD’s expectations.

The volatility of behaviour shown in table 6.13 for low thresholds is undesirable.

6.5.3 Developing Cooperation

This is one aspect that was not implemented nor studied thoroughly in this work

but rather observed as an area for further studies. If agents considered emotional

aspects of each other in their evaluation of what actions to take, this might have

an influence on their choice of action. When S3 refused to write a paper at the

beginning of scenario 2, this affected future considerations that are related to him

being sent to a conference (which is not related directly to his failure). If S3 had

known that failing to write will have emotional effects on the HoD that might

influence future possibilities, S3 might have weighed his options differently and

chosen to write the paper.

If this aspect (Cooperation) was considered in the example above, S3 in sce-

nario 2 might choose to write the paper next time based on the motivation to

not make the HoD angry.

6.5.4 Absence of Information

Absence of information in real life is the same as equality, e.g., if we want to go

home and there are two roads X and Y, one of which is long and the other is

short, but we do not know which is which we basically can only assume (X=Y)

and choose randomly between them. After experiencing both roads, information

will be there as to which is shorter and then the order will be X > Y or Y > X. If

the experience of S2 is of more importance to the department as he is a promising

student with lots of potential but the HoD does not know this information he

will initially assume (E1=E2=E3), but as we saw in the scenarios as S2 began to

succeed in promoting important values the VO has changed to E2 > (E1=E3).

Such information allowed us to be more specific in setting preferences. Where

the HoD used to treat Experience of the students as one value (E) short for

(E1=E2=E3) the HoD now can expand on his preference and start setting pref-

erences among the general value of Experience to the specific considerations of
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each students’ experience.

The argument advanced here is that it is better to choose on the basis of emotions

when information is absent rather than purely making random choices. Now, of

course, this is not always correct as we might for the purpose of fairness choose

randomly among actions when information is absent.

6.5.5 Elicitation of Trust

We showed how elicitation of Trust (Chapter 2) is dependent on a combination

of beliefs and emotions. Studies of Trust (see Chapter 2) suggest that decisions

are trusted better whenever emotional aspects are considered, entities trust each

other when they have sufficient knowledge of their abilities and also based on

emotional factors that they have towards them. If an agent does not have any

emotional considerations in his decisions it will not be possible to build emotional

attitudes toward him. The model presented in this thesis was carefully built to

integrate both rationality and emotions in the decision-making model and at the

same time to provide a mechanism to give flexibility in controlling the balance

between these aspects.

It was shown in the scenarios how emotional influences had changed the deci-

sion sometimes and also how they were not enough to influence a change at other

times.

In particular, we have shown how:

• Emotions can trigger resequencing in response to changes in priorities.

• Emotions can provide a reason based on experience for choosing between

rationally equivalent options.

• Emotions foster cooperation.

• Emotions reward cooperation and punish defection.

We believe that all four of the qualities are desirable in a decision maker.

Thus, our ability to incorporate them through the mechanism of emotions should

foster trust.
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6.6 Summary

This chapter provided an example study of the fifth element of a trusted decision-

making methodology, “Emotions”. The theoretical bases were explained in Chap-

ter 5. One purpose of providing this example was to give a comprehensive expla-

nation of the mechanisms of the work by using an example relevant to the topic.

To test the applicability of this work, it was implemented and tested in a com-

puter program. Some illustrations of this program have been given in the chapter

itself and the rest are detailed in the appendix.
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VO Stage1 Stage 2 Stage 3 Stage 4 Stage 5

1 Est > P > E > H J12 → J33 → J13 J31 → J11 J11

2 Est > P > H > E J12 → J33 → J13 j3 → J11 J11

3 Est > E > H > P J33 → J13 → J12 J3 → J11 → J12 J11 → J12 J11 → J33 → J13 J33 → J13

4 Est > E > P > H J33 → J13 → J12 J3 → J11 → J12 J11 → J12 J11 → J33 → J13 J33 → J13

5 Est > H > P > E J33 → J13 → J12 J33 → J13 → J31 → J11 J12 → J13 J31 → J11 J11

6 Est > H > E > P J33 → J13 → J12 J33 → J13 → J33 → J11 J12 → J13 J31 → J11 J11

7 P > Est > H > E J12 → J31 → J11 J31 → J11 J11

8 P > Est > E > H J12 → J31 → J11 J31 → J11 J11

9 P > E > Est > H J12 → J31 → J11 J31 → J11 J11

10 P > E > H > Est J12 → J31 → J11 J31 → J11 J11

11 P > H > Est > E J12 → J31 → J11 J31 → J11 J11

12 P > H > E > Est J12 → J31 → J11 J31 → J11 J11

13 E > Est > H > P J31 → J12 → J11 J33 → J13 → J12 J13 → J12 J3 → J11 → J13 J11 → J13

14 E > Est > P > H J31 → J12 → J11 J33 → J13 → J12 J13 → J12 J3 → J11 → J13 J11 → J13

15 E > P > Est > H J31 → J12 → J11 J33 → J13 → J12 J13 → J12 J3 → J11 → J13 J11 → J13

16 E > P > H > Est J31 → J12 → J11 J12 → J31 → J11 J31 → J11 J13

17 E > H > Est > P J31 → J12 → J11 J33 → J12 → J13 J13 → J12 J31 → J11 → J13 J11 → J13

18 E > H > P > Est J31 → J12 → J11 J33 → J12 → J13 J13 → J12 J31 → J11 → J13 J11 → J13

19 H > Est > P > E J12 → J31 → J11 J31 → J11 J11

20 H > Est > E > P J12 → J31 → J11 J31 → J11 J11

21 H > P > Est > E J12 → J31 → J11 J31 → J11 J11

22 H > P > E > Est J12 → J31 → J11 J31 → J11 J11

23 H > E > Est > P J12 → J31 → J11 J31 → J11 J11

24 H > E > P > Est J12 → J31 → J11 J31 → J11 J11

Table 6.14: Agents reaction to different emotional thresholds
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Chapter 7

Summary

The work presented in this thesis produces a methodology of decision making for

software agents.

This thesis has been structured with seven chapters and two main parts. The first

two chapters introduced the work and presented a literature survey that reviewed

related research. From this, we concluded that the decision-making methodology

can be seen from two main angles, “Beliefs” and “Emotions”.

Chapters 3 and 4 (grouped under Part I) developed a methodology of decision

making on the basis of agent beliefs and rational decision making reflecting sub-

jective preferences. Then, Chapters 5 and 6 (grouped under Part II) extended

the methodology to address how decision making could be influenced by emotions.

The work presented has been implemented and tested in a computer program

which is referred to within the chapters and also illustrated in the appendix.

This chapter provides a summary of the contribution this thesis offers in Sec-

tion 7.1 and possible areas of further work in Section 7.2.

7.1 Contribution

The main aim of this work was defined in Chapter 1 as considering the following

question:

“What aspects can raise our confidence level in agents so as to allow

them to take over decision making and how can these aspects be

implemented?”
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The motivation is to develop a decision-making methodology that can be bet-

ter trusted in critical or sensitive situations which computer softwares are usually

not trusted to handle.

The thesis contribution was presented in Section 1.4 as:

1. Use argumentation as a way to model practical reasoning through an instan-

tiation of an argumentation scheme as a presumptive reasoning for action.

2. Consider joint actions to address how the environment and other agents

would react in conjunction with the agent’s own actions.

3. Address uncertainties in the methodology and allow it to build decisions

when information is incomplete about the environment or unexpectedness

in actions outcomes.

4. Exploit the role of emotions in the process of decision making.

5. Examine the effect emotions would have on the decision-making process

compared to social aspects by providing a mechanism to balance between

the influence of emotions and beliefs.

6. Present a detailed example study.

Section 7.1.3 summarises how the above-mentioned points were addressed in

the thesis.

7.1.1 A Trusted Decision

To properly address the main thesis question and successfully be able to dele-

gate decision making to agents, it was important to try and understand what we

mean by “Trust” and how an agent can be trusted. Section 2.1 offered a review

of different aspects of “Trust” and concluded with five main capabilities that a

decision making methodology must have for it to be “Trustworthy”.

Two main concepts to consider here. First, Trust is a product of both “Be-

liefs” and “Emotions”. An agent can trust another agent if he believes that he

163



is trustworthy, meaning, that the trustee has the capability to take over decision

making and the truster would be better off as a result. We also trust others when

we know that they consider “Emotions” in their decisions. Although an emotion-

less trustee might get the calculations right, not all of our decisions are based on

calculations. For example, we trust our friends on sensitive matters sometimes

only on the basis of emotional considerations. As the study shows, emotions are

also an important trigger for resequencing, so that an agent does not stick to a

plan when it has become more likely to fail. This idea was used in [119] but here

we model more emotions giving a much richer set of resequencing triggers.

Secondly, a trusted agent is defined as an agent that has the capability to: eval-

uate its options and the likely effects of every option, understand and react to

the environment around it, plan ahead and set courses of actions and not just

make decisions that would have immediate results. The agent should also be

able to make decisions even when not all the information is available to him or

if he is not certain about the information he already has. The final capability is

emotions. A trusted agent should use emotions to influence decisions, and know

how to balance their effects. Noting that it is crucial to account for emotions

in decision making, it can also be harmful if the agent’s decision was primarily

made based on emotions.

7.1.2 Methodological Approach

In Chapter 3, we presented a methodology of action selection for use by agents.

The methodology is intended to raise the trustworthiness we have toward agents,

so as to ensure that the demands raised in 7.1.1 are satisfied. The methodology

consists of five main steps:

1. Formulating the Problem: produce a formal description of the problem

scenario to give all possible actions, values and related factors that may

influence the decision.

2. Determining the Arguments: arguments providing justifications of the var-

ious available actions are constructed.

3. Building the Argumentation Framework: the arguments and attacks be-

tween them identified in the previous step are organised into an Argumen-

tation Framework and relevant values are associated with those attacks
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Figure 7.1: Action Life Cycle

resulting in a VAF (Value-Based Argumentation Framework).

4. Evaluating the Argumentation Framework: the arguments within the VAF

are determined as acceptable or not with respect to a specific audience,

characterised by the ordering of values subscribed to by the decision-making

agent.

5. Sequencing the Actions: the set of actions deemed to be acceptable to the

agent in the previous stage must now be put into a suitable order in which

they should be performed. This allows for uncertainties using estimated

probabilities. Moreover, this step enables an overview of future actions and

how they can be planned into different paths.

Figure 7.1 gives an overview of the action life cycle where emotional factors

will be calculated after seeing the result of an action and before the next action

is committed to, which offers the opportunity to resequence.

Emotions are treated as follows: an agent has twenty-two basic emotion types

which are tied to the social values the agent originally associates with the decision-

making process, the other agents in the scenario and the initial plan. The result

of each action would then frustrate or motivate the agent depending on how

pleasant and unexpected the actual outcomes were. This would give rise to

emotions of various intensities which would affect the behavioural features of the

agent. Those emotions are then tied to the ordering of values so that the more
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extreme shifts in emotions are, the more likely to influence value ordering. This

possibility of emotions changing the relevant value order depends on a threshold:

if the emotional change was higher than the threshold then the ordering of values

will change causing the decision to change.

7.1.3 Main Contributions

We will now address the main contributions of this work (Section 7.1 and Section

1.4):

Use argumentation as a way to model practical reasoning through an

instantiation of an argumentation scheme as a presumptive reasoning

for action:

The methodology presented in Chapter 3 and then extended in Chapter 5 was

built on the proposal of Atkinson et al.[15]. A five-step methodology of action

selection defines an argumentation scheme and builds arguments in the second

step justifying the execution of any possible action at any state. The reasoning to

choose the best action is done in step four where arguments are evaluated based

on the merits they provide in terms of values.

Consider joint actions to address how other agents would react in

conjunction with the agent’s own actions:

The modeling of all possible transitions from the initial state is done in step one

of the methodology using AATS. This model accounts for realising all possibilities

of other agents’ actions (i.e., there might be more than one possible outcome of an

agent’s action depending on how other agents react). As every possibility forms

an argument in the Argumentation Framework, step three of the methodology

used critical questions (CQs) to ensure that possible side effects from other agent’s

actions are accounted for the attack relationship.

Address uncertainties and allow for decisions to be made when infor-

mation is incomplete:

The critique of arguments in the third step of the methodology through critical

questions CQ8-CQ10 addresses possible side effects of any action. These critiques

will then be considered in the fourth step where the action will be rejected if the

side effect warrants it, according to the ordering of values by the decision maker.

Consider the role of emotions in the process of decision making:
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Chapter 5 complements the methodology presented in Chapter 3 by adding a

mechanism to integrate emotional aspects into the decision making process. Emo-

tions are generated based on the outcome of any single action and particularly

on how important this outcome was and its unexpectedness. Emotions would

influence the ranking of values, not directly determining decisions but rather

modifying preferences of the decision-making agent.

Examine the level of effect emotions would have on the decision-

making process compared to social aspects by providing a mechanism

to balance between the influence of emotions and beliefs:

Chapter 5 accounts for the notion of Threshold in two ways: an overall threshold

that controls how emotional factors would affect the ordering of values; and by

addressing different emotional effects on different values in order to account for

the fact that when an agent sets his value order some values should be more

susceptible to emotions than others.

Present a detailed example study:

Chapter 4 presents an example study of the five-step methodology. Chapter

6 then extends this example by including emotional aspects. This was then

experimented in a computer program and snapshots were provided within the

chapters and in an appendix.

7.2 Future Direction

7.2.1 Current Limitations

Planning

The current methodology offers very basic functionalities of planning as it con-

siders aspects of side effects. It does not, however, implement a comprehensive

planning methodology where an agent can consider in details all possibilities and

their side effects, decide on whether a decision actually needs to be planned on

the consequences of decisions on other agents and on the environment.

Use of AATS

The AATS does not satisfactorily account for values promoted in virtue of actions

rather than in virtue of states reached. This limitation is addressed in [17] which

could readily be used as our formal basis.
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Emotions

This thesis captures the concepts of emotions in a very limited manner. Emotions

in this thesis were taken for granted and as explained in the models of psychology

and philosophy. We do not, however, offer an explanation for why and how

emotions have the effect they do, but rather assumed this from previous work.

Historical Data

The concept of storage and consideration of historical events is captured in our

methodology as we are considering a dynamic value order. The changes in value

order are a result of previous actions, so the VO at any point of time is a result

of these and their consequences. This method can be improved by implementing

a more structured methodology of data storage and how this data can have an

influence on the decision.

7.2.2 Possible Extensions

Long term effects of emotions

Emotions change with the outcome of one’s actions and in accordance with pre-

vious expectations. These changes then affect the value order of the agent and

his future decisions.

A possible extension to our work is to study how emotions would behave in the

longer term. It would be interesting to see how emotions would look after many

iterations and decisions and the aspect of these changes. This study can then

propose a recommendation on the effectiveness of this model and how realistic it

is.

Further consideration of different scenarios

The scenario chosen in this thesis combines both the needs for sensitivity and

criticality with a focus on the implications on one agent (the HoD). A further

development would be to consider other different scenarios with different levels

of criticality allowing us to provide a concrete evidence of the validity of the

model in situations where we would model the decision making of all the agents

involved, rather than regarding the actions of other agents as exogenous to the

system.

This might also introduce perspectives of multiple agents in the same scenario

giving us the ability to compare the reaction of multiple agents to each other’s
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decisions, and for anticipated emotional responses to form part of the agent’s

decision making. This would help model strategies such as ingratiation.

Optimisation

The implementation was done in a .Net environment using Visual Basic. This

has been optimized for accuracy but not speed. A possible development would

be to consider other implementation possibilities (Java, C++, ..etc), and also

consider possible enhancements to the code to have more efficient calculations in

the model.

This would allow more complex scenarios to be tested on the runtime perspective

to be assessed.

Considerations of alternatives

The methodology presented sometimes produces multiple acceptable possible ac-

tions to the agent. The agent chooses one based on considerations of Safety,

Opportunity and Threat.

An interesting development of this work would be to study this aspect in de-

tail, providing a mechanism for the agent to automatically compute the relative

importance of these three factors.

Address the current limitations

Further developments to this work would be to address the current limitations

in this thesis (Section 7.2.1). Planning methodologies can be integrated to this

model offering the ability to differentiate among short and long term goals and

decisions. This would also be accompanied with the ability to measure the ben-

efits of planning and how it would improve the quality of decisions.

The study of other accounts of emotions in philosophy and psychology and inte-

grating them with the concepts of Multi-Agent systems is an interesting project

and would yield more perspectives on the understanding of trust and the ability

to enhance our decision-making methodologies to induce more trust.

The last limitation mentioned above was the consideration of historical informa-

tion. The current model does not offer a structured method to capture feedback

from the environment and have it as an input to the decision-making process.
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This can be developed to first study the effectiveness of such an addition and

what value it would add to the overall effectiveness of the system and then de-

velop the mechanism where such possibilities can be constructed and tested.
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Appendix A

Snapshots from the
experimental study

This Appendix will give a few snapshots from the software implementation of the

methodology. A brief description is given with every snapshot.

Please note that in the screen shots of the implementation the joint actions are

referenced differently. (J0,J1 and J2) are sending students 1,2 and 3 to confer-

ences. (J4, J5 and J6) are asking students 1,2 and 3 to write a paper.

Figure A.1: The Main Screen

Figure A.1 is the first screen that appears as the program starts. It gives

the title of the case study. A ‘Help’ button is placed in every screen of the

application. When clicked, it gives instructions and guidance on how to interact

with the screen.

Figure A.2 is the input screen. Here the user can set the different parameters

of the experiment. The Value Order can be set by entering different weights in
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Figure A.2: Inserting the Information

the input boxes (top right). The initial state can also be altered by changing the

drop boxes (top left). The box at the center of the screen summarised the input

of the Value Order and the initial state and showed it in the format familiar with

the presentation in this thesis.

Another possibility the user has is setting the thresholds of emotions. This places

a factor between the different values in the Value Order (bottom right). “No

Emotional Effect” would place a factor of 1000 between every value making it

hard for emotions to actually play a role in the decision-making process. ‘High

Emotional Effects’ would place a factor of 1 between the values making the agent

very volatile to emotions.

After the user enters the data, the button ‘Begin Calculations’ can be pressed to

start solving the problem. This would take the user then through the 5 different

steps of the decision-making methodology.
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Figure A.3: Step 1 : Formulating the problem

Figure A.3 appears immediately after the user has finished inputting the set-

tings of the example. It basically summarises the results of the calculation that

took place in the first step of the methodology. The left and center of the screen

are a summary of the basic settings of the example (All the possible joint actions,

Values and Goals). On the top right is a calculation of all possible states in the

environment given the data that was entered earlier. Bottom right is the AATS

of the model giving all the possible transitions of the system and the values each

transition might promote.

After reviewing this information, the user clicks go to step 2, which would close

this screen and open another one (A.4) that represents step two of the method-
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ology.

Figure A.4: Step 2: Determining the arguments

Figure A.4 is step two of the methodology, where all possible arguments are

generated and presented. Note that the program would generate all possible

arguments from all possible states not just q0. Arguments are presented here in

the same format discussed in this thesis. Pressing the button below will take the

user to step three.

Figure A.5 is step three of the methodology where the VAF is generated. The

screen now shows all the VAFs in all states of the system. Clicking on any attack

would display a text below explaining the reasoning behind this attack and how it

is related to Critical Questions. For convenience, a button is added (bottom left)

that would expand the screen to show all the possible arguments in the system

in case the user wanted to understand the exact components of the attacks (See

A.6).

Figure A.7 is the fourth step of the methodology. The attacks have now been

resolved and the screen now shows the result of this resolution. The screen would

now show the Preferred Extension of the system at every state, showing us all

the accepted arguments at every state. We see that in the example captured in

A.7, the agent can perform (J3, J5 or J1) only from q0. In case the user wanted a

reminder of what those joint actions are, he can click the button (top right) and

it will expand the screen to show joint actions (see figure A.8).
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Figure A.5: Step 3: Buiding the Argumentation framework

We are now at the final step of the methodology (Figure A.9) where the sys-

tem would now calculate all possible sequences in the system and show them in

term of states (left) and joint actions (center). Moreover, the screen would also

show calculations of Safety, Opportunity and Threat (right) to help the user make

his decision on which sequence to choose. To help the user choose a button ‘More

Information’ is available and when clicked would expand the screen to show all

possible states and joint actions in the system (See figure A.10). The user now

chooses the sequence of his choice and clicks ‘Continue’ to start the emotions

evaluation.

Figure A.11 shows the emotional model of the system, it shows (top and left)

information on the chosen sequence, number of stages left in that sequence and

the next action to be performed according to this plan. The user will now decide

what the outcome of this action would be (what the student would actually do

in response to the HoD’s request) (Succeed or Fail). Based on the user’s choice

he clicks accept and a screen (bottom) will show what happened. The user then

clicks “Replan” which would update the emotions of the HoD and accordingly
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Figure A.6: Step 3: Another view

the Value Order and the state. After that, the system will go back to the input

screen which would now reflect the new Value Order and the new state. The

system will keep doing this (resequencing) until the HoD exhausts the available

budget to him.

To track the progress of the implementation, an icon (see figure A.12) is con-

veniently placed at the top left of the screen at all times of the experiment ‘The

Tracker’. When clicked, the tracker would open a larger window (see figure A.13)

that would show details on the progress so far in this experiment. This will give

details on the changes in Value Order, emotions and behavioural features. The

tracker also presents the log of the states transition, action performed and their

results and finally the chosen sequence at every step. This can be viewed at any

point of time during the execution of the program and can be minimised again
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Figure A.7: Step 4: Evaluating the argumentation framework

to the small icon of the tracker by clicking “Minimise”.

Figure A.14 appears at the very end of the experiment and summarises every-

thing that has happened during the implementation and all the implications that

took place. The program closes after this screen.
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Figure A.8: Another view of the evaluation
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Figure A.9: Step 5: Sequencing the actions
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Figure A.10: The Final Results

Figure A.11: The Emotional model
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Figure A.12: The tracker collapsed

Figure A.13: The tracker expanded
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Figure A.14: The Final Results
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Appendix B

A complete view of the AATS
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Figure B.1: A Complete view of the AATS of the example in Chapter 4185



Appendix C

Emotion Types

This appendix will describe each emotion type of the OCC emotions model [93]

in more details. Ortony, Clore and Collins (OCC) [93] addresses the structure of

emotions and how they are related and identifies twenty-two emotions organised

into a hierarchy. The OCC model also provides a specification of the conditions

which give rise to each emotion in terms of the notions of objects, events and

actions. The OCC model includes notions of intensity of emotions, and identi-

fies a number of variables that influence the intensity of the emotions experienced.

Tokens represents other emotions and naming conventions that are covered inside

this emotion type. Variables are the different elements that influence the gener-

ation and intensity of these emotions, which are all aligned to decision-making

aspects and in particular the model this thesis presents.

The OCC hierarchy consists of three main branches that represent how an agent

perceives the world, which are (Consequences of events, Actions of agents and

Aspects of objects). Under consequences of events, emotions then are divided

into either focusing on self such as (Hope, Fear, Joy and Distress, ...etc) or fo-

cusing on others (Gloating, Pity, Resentment,...etc). The second branch is Ac-

tions of agents, which are emotions related to approving and disapproving of an

agent’s actions such as Pride and Shame or other actions such as Admiration and

Reproach. The third branch (Aspects of objects) relates to attraction towards

objects in a generic form and includes the emotions of love and hate.

joy and distress Pleased/Displeased about a desirable/undesirable event.

Tokens: Contented, cheerful, delighted, escatic/depressed, distressed, dis-

pleased.
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Variables :

1. The degree to which the event is desirable.

These emotions relate to an important event happening, which is either

desirable and would cause “Joy” or undesirable to cause “Distress”. This

is mapped to the agent’s “Values” in VAF. Whenever a goal that is of

importance to the agent succeeds or fails, one of these emotions will occur

with an intensity equal to the level of importance of that goal.

hope and fear Pleased/Displeased about the prospect of a desirable event.

Tokens: anticipation, excitement/anxious, dread, fright.

Variables:

1. The level of desirability of this event

2. The level of likelihood of this event occurring

These are the probabilistic emotions where they are instantiated with the

probabilities of success of a “Goal” increasing or decreasing. Whenever the

probability of a goal increases the emotion “Hope” will be generated with an

intensity that is relevant to the change in probability and the desirability

of the event. Whenever the probability of a goal decreases the emotion

“Fear” will be generated with an intensity that is relevant to the change in

probability and the desirability of the event.

satisfaction and fears-confirmed Pleased about the confirmation of a prospect

of a desirable event/Displeased about the confirmation of the prospect of

an undesirable event.

Tokens: hopes realise/fears realised

Variables :

1. The intensity of Hope/Fear emotions

2. The level of desirability of this event

These relate to an event happening similar to (Joy/Distress) with the dif-

ference that they have a precondition of the existence of (Hope or fear)
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for them to occur. Whenever an agent achieves a goal that he was initially

hopeful to achieve the emotion “Satisfaction” will occur. On the other hand

whenever an agent fails at achieving a goal that he was initially fearful of

achieving the emotion “Fears-Confirmed” will occur.

relief and disappointment Pleased about the disconfirmation of a prospect of

an undesirable event/Displeased about the disconfirmation of the prospect

of a desirable event.

Variables:

1. The intensity of Hope/Fear emotions

2. The level of desirability of this event.

These are similar to (Satisfaction and Fears confirmed) with the difference

that they relate to undesirable events. Whenever a goal is achieved that the

agent was initially fearful about the emotion “Relief” will occur. Whenever

a goal fails that the agent was initially hopeful of achieving the emotion

“Disappointment” will occur.

Similar to (Satisfaction and Fears-Confirmed) the intensity is the degree

of the Hope and Fear emotions and the desirability of this goal.

happy-for and pity Pleased/Displeased about an event that is presumed to be

desirable/Undesirable for someone else.

Tokens: Delighted-For, pleased-for,...etc/compassion, pity, sad-for, sorry-

for, sympathy.

Variables:

1. The level of desirability of this event

2. The level of liking toward the other agent

These emotions relate to an event that took place regardless of the ac-

tions that caused them. This is mapped to “Goals” in the decision-making

methodology. These emotions also have a precondition that another emo-

tion “Like” must also exist toward the other agent.

Whenever a goal succeeds that is relevant to another agent where Like
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toward this agent is not 0, the emotion of Happy-for will be generated and

the intensity of this emotion will depend on how liked the other agent is

(the intensity of Like) and how desirable this goal is (the Importance of

the goal). Whenever a goal fails that is relevant to another agent where

Like toward this agent is not 0, the emotion of Pity will be generated and

the intensity of this emotion will depend on how liked the other agent is

(the intensity of Like) and how desirable this goal is (the Importance of the

goal).

gloating and resentment Pleased about an undesirable event for someone else

/ Displeased about a desirable event for someone else.

Tokens: Schadenfreude/envy, jealousy.

Variables:

1. The level of desirability of this event

2. The level of disliking toward the other agent

These emotions are the opposites of (Happy-For/Pity) where an event has

occurred to someone else, but on the other hand, this someone is not liked.

These emotions have a precondition of another emotion “Dislike” of being

there.

If a disliked agent failed in achieving a certain goal, the emotion “Goat-

ing” will occur with an intensity that is equal to how disliked the agent is

and the importance of this event. If a disliked agent succeeded in achieving

a certain goal, the emotion “Resentment” will occur with an intensity that

is equal to how disliked the agent is and the importance of this event.

pride and shame Approving / Disapproving of one’s own action

Tokens: pride/embarrassment, guilt

Variables :

1. The degree of judged praiseworthiness

2. The expectedness of this action succeeding

These emotions do not relate to events, but to actions. It has a link with the

expectedness of these actions succeeding or failing. These emotions related
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to the “Values” in VAF where a desirable action is the one that promotes

a value, an undesirable action is the one that demotes one.

When an action that has low expectation succeeds and promotes a value,

the emotion of pride will be generated with an intensity that has the com-

ponents of expectation and importance of this event. When an action that

has low expectation succeeds and demotes a value the emotion of shame

will be generated with an intensity that has the components of expectation

and importance of this event.

admiration and reproach Approving/Disapproving of someone else’s action.

Tokens: appreciation/contempt, despise

Variables:

1. The degree of judged praiseworthiness.

2. The expectedness of this action succeeding

These emotions are the same as (Pride and Shame) but with relation to a

different agent’s actions. When an action that has low expectation succeeds

and promotes a value the emotion of “Admiration” will be generated with

an intensity that has the components of expectation and importance of this

event. When an action that has low expectation succeeds and demotes a

value the emotion of “Reproach” will be generated with an intensity that

has the components of expectation and importance of this event.

like and dislike Liking/Disliking an appealing object.

Tokens: adore, love/hate, disgust

In this study, an assumption is made that the appealingness of an agent

increases and decreases along with the values being promoted and demoted

by it.

So, If another agent performs an action that promoted some value, the

value of “Like” will increase. When the action demotes a value “Dislike”

will increase. The intensity is dependent on the importance of the event

and the expectedness.
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gratification and remorse Approving/Disapproving of one’s own action and

being please/displeased about the related event

Tokens: self-satisfaction/self-anger

Variables:

1. The degree of judged praiseworthiness

2. The expectedness of this action succeeding

3. The importance of the event

These are the same as (Pride and Shame) with the difference that that the

events involved are also desirable or undesirable not only action, this relates

in VAF to both Values and Goals. We can see from the variables above

that it is the same with the addition of the degree of importance of the event.

When another agent performs an action that resulted in a desirable event,

first “Pride” will be generated. If the goal had importance to the emotional

agent itself it will also raise “Joy” and the intensity will be the addition

of Joy and Pride. When another agent performs an action that resulted

in an undesirable event first “Shame” will be generated. If the goal had

importance to the emotional agent itself it will also raise “Distress” and the

intensity will be the addition of Distress and Shame.

gratitude and displeasure Approving/Disapproving of someone else’s action

being pleased/displeased about the related event

Tokens: appreciation, thankful / anger, fury, rage

Variables:

1. The degree of judged praiseworthiness

2. The expectedness of this action succeeding

3. The importance of the event

These are the same as (Admiration and Reproach) with the difference that

the events involved are also desirable or undesirable not only action, this

relates in VAF to both Values and Goals. We can see from the variables

above that it is the same with the addition of the degree of importance of
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the event.

When another agent performs an action that resulted in a desirable event,

first “Admiration” will be generated. If the goal had importance to the

emotional agent itself, it will also raise “Joy” and the intensity will be the

addition of Joy and Admiration. When another agent performs an action

that resulted in an undesirable event, first “Reproach” will be generated.

If the goal had importance to the emotional agent itself, it will also raise

“Distress” and the intensity will be the addition of Distress and Reproach.
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