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Abstract

Abstract Argumentation Frameworks (AFs) have
proved a very fruitful basis for the exploration of the
semantics of acceptability of sets of arguments as well
as related complexity questions. However, applications
of AFs are often held to require that arguments be given
a more concrete instantiation. One popular method of
instantiation is to postulate a knowledge base compris-
ing facts and rules (typically both strict and defeasi-
ble in a Defeasible Logic (DL)). Arguments will then
be demonstrations of claims from this knowledge base,
which often require subarguments to demonstrate inter-
mediate claims. Such a method is natural and readily
applicable to logic programming, but it has been ob-
served to exhibit a number of problems since allowing
nodes in the AF this degree of structure introduces addi-
tional relations among arguments. In this paper we offer
a principled view on instantiating arguments which re-
tains the appeal of AFs, allows reasoning with respect to
knowledge bases, yet avoids these problems. We restrict
what can appear as nodes in the AF to simple assertions
of literals or rule names. In addition, the attack relation
between literals and rule names is restricted. We can
thus retain the appropriate level of abstraction of the
nodes of the AF as well as identify arguments which
represent demonstrations from the knowledge base as
structures in the AF. In this way, structured arguments
can be identified in our framework as chains of these
simpler arguments. The relations between these struc-
tured arguments which give rise to problems are now
handled properly in the terms of which parts of the
chain attack each other. Moreover, defeasible inference
can be distinguished from strict inference by consider-
ing the attack relations within these chains. By restrict-
ing nodes of AFs in this way, the theoretical and com-
putational benefits can be retained, while the desired
structured arguments are captured by structures super-
imposed on the AF. In this way, our formalism provides
a bridge between a deductive theory and AFs.

*During the writing of this paper, the first author was supported
by the Estrella Project (The European project for Standardized
Transparent Representation in order to Extend Legal Accessibility
(ESTRELLA, IST-2004-027655)). We also thank three anonymous
reviewers and Sanjay Modgil for comments. Comments welcome.
Errors rest with the authors.

Introduction

Argumentation frameworks (AFs) ((Dung 1995), (Bon-
darenko et al. 1997) (Bench-Capon 2003), (Caminada &
Amgoud 2007), among others) have been proposed to ad-
dress a range of non-monotonic reasoning problems. In AFs,
arguments are first class objects in an attack relation. The
attack relation succeeds unless the attacking argument is it-
self defeated. AFs can be represented as directed graphs
in which arguments are nodes and attacks are arcs between
the nodes. AFs provide a very clean acceptability semantics
(Dunne & Bench-Capon 2002), but require that the argu-
ments have no internal structure and that the attack relation
is the only relation between them.

However, AF approaches are not adequate to account for
a range of uses of argumentation where arguments are re-
lated to a knowledge base and reasoning uses the strict (SI)
and defeasible (DI) inference rules of Defeasible Logic (DL)
(Pollock 1995). AFs with abstract and atomic arguments
and a single attack relation cannot represent the logical or
philosophical sense of argument ((Wyner, Bench-Capon, &
Atkinson 2008) and (Hitchcock 2007)) as a sequence com-
prised of premisses, the illative relation therefore, and a con-
clusion. Nor can AFs represent premise defeat, rebuttal,
undercutting, nor argument schemes and associated critical
questions (Walton 1996). To relate AFs with these aspects
of argumentation, Rule-based Argumentation (RBA) sys-
tems have been proposed ((Prakken & Sartor 1997), (Garcia
& Simari 2004), (Governatori et al. 2004), and (Amgoud
et al. 2004)). However, according to (Caminada & Am-
goud 2007), these systems fail to meet the properties of
inference systems (closure and consistency) and produce
counter-intuitive results. This is because the proposals in-
troduce ambiguity and unclarity about what constitutes an
argument in such frameworks and introduce additional rela-
tions among arguments in an AF, compromising the benefits
of the clean AF semantics.

In this paper, we extend the expressivity of the language
of AFs without increasing its complexity, clarifying the role
of arguments in AFs and supporting rule-based reasoning
directly in the AF. Only literals and rule names are nodes
of the AF. They stand in sorted attack relations. Inference
rules are defined as structures of such nodes and relations
in the AF along with conditions relative to Dungian exten-
sions. Arguments in the sense found in logic and philosophy



are superimposed on such an AF rather than being included
as nodes so that the nodes remain abstract and atomic. With
this, we gain the capacities of RBA without compromising
the AF semantics or introducing new semantics. The lan-
guage we provide is novel, unifies different approaches to
RBA, maintains the semantics of AFs, whilst making them
useful for instantiated reasoning directly in AFs.

The structure of the paper is as follows. We review the
basics of AFs (Dung 1995). We then introduce our AF lan-
guage in which literals and rule names are nodes in attack
relations. Strict and Defeasible Implication rules (SI and
DI) are presented as structures within the AF. An argument
in the philosophical sense ((Walton 1996) and (Hitchcock
2007)) is a structure comprised of SI or DI rules, assertions,
and a conclusion derived from the rules and assertions. Ar-
guments of this sort can be chained together. We then pro-
vide examples along with our solutions to benchmark prob-
lems. Finally, we discuss how the analysis can be used to
express related Non-Monotonic reasoning techniques such
as abduction.

Review of AF

An Argumentation Framework (AF) is a language com-
prised of objects, relations, and definitions of auxiliary con-
cepts. For our purposes, we take (Dung 1995) as the most
abstract system. Since we want to clarify the notion of ar-
gument itself, we refer to the basic objects as ANodes and
their relations as AArcs; indeed, we do not want to introduce
presumptions about the properties of the objects.

Definition — AF is a tuple <ANode, AArc>:

e ANode is a set of objects, ny,...,n,,.

e AArc is an attack relation between objects. AArc(ny, ng)
reads as object n; attacks object ny. We assume that no
object attacks itself.

The relevant auxiliary definitions are as follows, where R,
S are subsets of Node:

Definition — Acceptable, Admissible, and Extensions

e x € ANode is acceptable with respect to S if for Vy €
ANode where AArc(y, x), 3z € S where AArc(z, y).

o Sis conflict-free if -y Ix € S, x # y and AArc(X,y).

e A conflict-free set S is admissible if Vx € S, x is accept-
able with respect to S.

e S is a preferred extension iff it is a maximal (w.r.t. set-
inclusion) admissible set.

e A node x is credulously accepted if x is a member of some
preferred extension.

e A node is skeptically accepted if x is a member of every
preferred extension.

Relationship of AF to Defeasible Logic

While it is usually claimed that AFs represent defeasible
logic (Bondarenko et al. 1997), RBAs in practice use
two distinct levels of representation (Caminada & Amgoud
2007). At the logic level, literals (positive and negative
atomic propositions) are represented along with strict and

defeasible inference rules; this is essentially the knowledge
base. The AF level takes logical expressions as input, “pack-
ages” the logical expressions as arguments, specifies their
attack relations, then produces Dungian extensions as out-
put. To determine what “follows” from the logic given the
AF extensions, one must, in effect, “unpackage” the argu-
ments. We provide examples later. Not only is the relation
between the logic and the AF complex, but the meaning of
“argument”, “argument attack”, “premise”, and “claim” are
obscured. In particular, new relationships among arguments
are introduced: an argument can appear as the premise of
a more complex argument; two arguments can be chained
together, where the conclusion of one is the premise of an-
other; a complex argument can use both strict and defeasible
implication. In addition, where an argument with subargu-
ments is attacked, it is not clear what is being attacked —
the subargment, the premise, the implicational rule, or the
claim. (Caminada & Amgoud 2007) claim that sets of argu-
ments in an AF can be used to infer conclusions. But it is not
necessarily so that the conclusion of every acceptable “ar-
gument” is itself acceptable, for instance, in VAFs (Bench-
Capon 2003); the definitions of an AF with DI would have
to be extended to yield just the right set of nodes. Yet, in an
AF, sets of “arguments” are just that, and it is unclear how
to define the appropriate notion of “claim” since AFs do not
have the requisite structure.

The chief aim and main novelty of this paper, then, is to
formally clarify the relationship of AFs to Defeasible Logic.
To do so, we directly incorporate the logic level into the
AF level by introducing logical arguments as superimposed
structures on a standard AF. Our key proposals:

e AF nodes represent literals and rule labels. AF arcs repre-
sent attacks between literals or between literals and rules.

e SI and DI rules are structures in an AF.
e Specify premises, rules, and claims in terms of ST and DI.
e Represent assertions directly in the AF.

e Define arguments in terms of rules, assertions, and con-
clusions relative to an AF.

We use our analysis to:
e Eliminate the ontological obscurity of arguments.
e Account for two example problems in previous theories.

e Account for consistency and closure.

The Properties of Strict and Defeasible Implication

As we are representing strict and defeasible implication di-
rectly in terms of an AF, SIin an AF must satisfy the proper-
ties of Contraposition, Strengthening of the Antecedent, and
Transitivity; DI should not satisfy any of these properties. ¢
and ) are meta-variables over literals.

Properties of Strict Implication

a. [[¢—=v]I=["v — 9]

b. [¢ — 4] implies [[¢ A p] — 9]

c. [[¢ = I A[Y — pll, then [¢ — p]



Once we present the basic elements of our analysis, we
consider each of these properties and how they can be satis-
fied in an AF.

Strict and Defeasible Rules in AFs

In a DL, we represent strict implication with — and defeasi-
ble implication with ~». With either sort of rule, we reason
with literals. Thus, we sort our nodes into literals and rules.
The role of the rules in logic is primarily to facilitate rea-
soning about the literals; that is, we reason about the literals
using the rules. In this light, we regard the rule nodes N,. as
auxiliary elements in an AF along the lines as discussed in
(Wyner & Bench-Capon 2008) and further below. In addi-
tion, rules are relevant for our discussion of non-monotonic
logic and circumscription.

With these sorts, we have three sorts of attack relations:
literals attacking literals, rules attacking literals, and literals
attacking rules. In our structured representation of inference
in an AF, we use these nodes and attack relations.

Definition — AF p is a tuple <ANode, AArc>:

e ANode is N; U N,., where we sort the nodes into those
which are literals N; and rules N,. where:

N; is the set of literals, positive and negative atomic
propositions, {¢1,....0n } U {=d1,....mdn };
N.. is the set of rule names {pl,...,on}.

e AArc is the attack relation between objects of sort AN-
ode, AArc C (AArc;; U AArc;, U AArc,;) where:
AArcy € (N; x Np); AAre;,. € (N x Np); AArc,; C (N,
X Nl).

For brevity, we have no attacks of rules on rules, which ex-
presses undercut. We assume double-negation elimination
(=6 = ).

We assume the set of nodes of an AFp, contains positive
and negative literals, ¢ and —¢, which we refer to as con-
traries. These attack one another, but not other literals, so
they never both hold within a conflict-free set of nodes of
any AFpr.

Definition — Attacks between Contraries Suppose AFp;,
¢ with literals (v, and attack relation ¢4 4yc.

a. Véeln,¢e<(n.
b. V¢, ¢ € (N, <¢, 7> and <=, > € Caare.
c. Vo, €(n,, <@, P> or <, > € (aarc if and only if

P = .

For example, suppose AFpy, ¢! with (3 = {¢1, ¢2, ¢3,
—¢1, —¢2}, then ¢} 4, must have attacks between con-
traries {<¢1, ~P1>, <1, P1>, <Pa, TPa>, <o,
¢o>}. If we filter out all rule nodes from AFp, and consid-
ering only literals and their attacks, preferred extensions are
maximal sets of consistent literals. In this respect, preferred
extensions can be understood as possible worlds; we could
define related notions of information growth from subsets to
supersets of consistent literals.

For brevity, we consider only rules along the lines of logic
programming (i.e. Horn-clauses) where there are conjunc-
tive antecedents and a claim is a literal. We define functions
to translate from the logical representation into an AF.

In correlating a logical representation with a set-theoretic
representation that is suitable for AFs, we have several util-
ity functions. There are two sets of these functions. First, we
have functions with respect to conjunctive formulae. Sec-
ond, we have utility functions to translate from the logical
form of implications into a structure in an AF. The utility
functions for conjunctions are used in the utility functions
for implication. We give the definitions, then discuss them
with examples.

Definition — Utility Functions for Conjuncts

e ConjSet is a function from a conjunctive proposition of
literals to the set of literals: ConjSet([¢)1 A ..., A ¥y])
=def {(b | ¢:¢1 Vv ,...,\/¢=1/}n}

e RecAtt is a function from a conjunctive proposition of lit-
erals to a mutual attack relation among them: RecAtt([¢1
A ey A wn]) =def {<¢s _‘d)>7 <_‘¢’ ¢> | ¢) €
ConjSet([¢)1 A ooy A D}

e RuleAtt is a function from a conjunctive proposition of
literals and a rule to the negations of the literals which
attack a rule: Suppose r, € N,.. RuleAtt([¢)1 A ..., A Py,
I2) =des {<¢, 1> | ¢ € ConjSet([¢)1 A ..., A Y]}

Suppose a logical formula [[¢1 A ¢p2] — 1]. To represent
the conjoined antecedent in an AFpr, we have a function
ConjSet the correlated set of literals {¢1, ¢ }. By assump-
tion, in an AFpy, each of these literals attack its negation,
which is given by RecArt. In addition, as given below, the
logical form [[¢1 A ¢2] — Y] is reified as a string “[[p1 A
¢2] — 117, which is a node of the rule name sort in the AF.
The function RuleAtt introduces attacks on the rule node by
negations of literals, as also show below.

We have several utility functions which are used for both
strict and defeasible implication.

Definition — Utility Functions for Implications Suppose
AFpr ¢ with objects (anode = (N, U N;) and relation
CAAre-
e Suppose v is either [ty A ..., ANp] — ¢ or [P1 A ..., A
e (PremissNodes(v) U ClaimNodes(7)) C CAnNode-
o AArcs(y) € Caare
e RuleName(7y) =q.s i, where p of sort N, and p is:
— “Rule: [Y1 A ..., A 9y, ] strictly implies ¢ if 7 is [ A
yees N U] — @, or;
— “Rule: [¢1 A ..., A ¥,,] defeasibly implies ¢” if 7 is
[V1 Aoy Ayl ~ @
e PremissNodes(y) =4cr {p, 7p | p € ConjSet([¢ A ..., A
Yal)}.
e ClaimNodes(7) = 4oy {0, =0 | o € ConjSet(¢)}.
e AntecedentNodes(v)=g4cy ConjSet([t)1 A ,..., A Pp]).
e ConclusionNode(y)=gcf {4}

Implications are structured within an AFp1,: we associate
them with a rule name; and they are associated with sets of
nodes of premisses, claims, antecedents, conclusions. Note
that the terminology of premisses and so on is related to but
distinct from the familiar uses in logic and argumentation.



We have a seeming redundancy in premisses-antecedents
and claims-conclusions; however, the sets are distinct, for
the sets of premisses and claims contain positive and corre-
lated negative literals, while the sets of antecedents and con-
clusions contain only the literals from the logical form (i.e.
the set of antecedents is a proper subset of the set of pre-
misses, and the set of conclusions is a proper subset of the
set of claims). The distinctions help in discussing the repre-
sentations of implications in AFs and are crucial in defining
chains of implications. We speak of the set of conclusions
for a consistent manner of expression and also to allow for
extensions in the future where the conclusion is not just a
literal.

For example, suppose 7 is the logical form for strict im-
plication [[¢1 A ¢2] — ¥]: the rule name is a string “Rule:
[[¢1 A ¢p2] — 1]7; the premiss set is {¢1, P2, 701, ~da};
the antecedent set is {¢1, ¢2}; the claims set is {¢), = };
and the conclusion set is {1)}. An example with defeasible
implication is similar.

Using these utility functions, we can define models in an
AFpy, in which hold strict and defeasible implication as well
as strict and defeasible assertions. We first consider strict
implication, providing the definitions and some discussion
along with an example.

Definition — Strict Implication Rule (SI) Suppose AFpj,
¢ with objects (4 node = (N, U N;) and relation 4 4rc-

o v=[1 A,..., ANY,] — ¢, with rule name p.

o AArcs(7) =qer RecAtt([1)1 A ..., A Py,]) U RuleAtt([t)y
A ooy Ay ], 1) U {<p, 7¢>} U RecAtt(¢).

e Condition: V x € p(CaNode), if AntecedentNodes(y) C
X, (ConclusionNode(y) U x) is acceptable with respect

to .

The logical form of a strict implication (SI) is expressed as
a structure within an AFp . The utility functions associate
it with a rule name, and set of nodes for premisses, claims,
antecedents, conclusions. In the definition for SI, we have
defined an attack relation along with a condition on the sets
of nodes in the AFp,. Note that in the attack relation for SI,
we assume that negations of antecedent literals attack the
rule node and that the rule node attacks the negation of the
conclusion. The condition stipulates that in every conflict-
free set of (anode Of an AFpy, where the antecedents hold,
the conclusion holds as well.

For example, suppose the logical form is [[¢1 A ¢2] —
1]: the premiss set is {¢1, ¢2, =¢1, 72 }; the antecedent
setis {¢1, P2 }; the claims set is {1, =1 }; the conclusion set
is {t}; and the rule name is a string “Rule: [[¢1 A ¢2] —
¥]”. =1 and =gy both attack the rule name; the rule name
attacks —).

The definition for DI is:

Definition — Defeasible Implication Rule (DI) Suppose
AFpy ¢ with objects Canode = (N, U N;) and relation
<AATC'

o v=[UY1 A,..., N Y]~ ¢, with rule name v.

o AArcs(7y) =4er RecAtt([¢1 A ..., A ¥p]) U RuleAtt([1)4
A e A, v) U {<v, 2>, <, v>} U RecAtt(g).

e Condition: 3 x € p(CaNode) Where AntecedentNodes(vy)
C x, and (ConclusionNode(v) U x) is acceptable with
respect to (.

The differences between SI and DI are:
e The rule name of an SI and a DI are different

e the rule node of SI attacks, but is not attacked by the nega-
tion of the consequent, while in DI, the rule node attacks
and is attacked by the negation of the consequent

e The conditions are different:

— For SI, the condition requires that conclusion node is
sceptically accepted in every conflict-free extension in
which antecedent nodes hold; in such a case, every at-
tacker on the conclusion node must be defeated.

— For DI, it requires that the conclusion node is cred-
ulously accepted in some conflict-free extension in
which antecedent nodes hold; it allows that the nega-
tion of the conclusion node is credulously accepted in
some other extension where the antecedent nodes hold.

The rules both guarantee consistency since no literal and
its negation can form part of a conflict free set. The defini-
tion of SI (but not DI) implies closure: for every preferred
extension in which the antecedent nodes hold, the conclu-
sion node holds as well. The rules cannot introduce con-
flict since the conclusion must be acceptable to the set which
contains the antecedents. Furthermore, we show below the
transitivity of SI but not of DI.

We have an incompatibility constraint:

Definition — SI and DI Incompatibility

e For 91 ,..., ¥, and ¢, there is no AFpy, where [¢1 A ,...,
A Y] — ¢ and [Y1 A ..., A ¢, ] ~ ¢ are both defined.

‘We have definitions for assertions:

Definition — Strict and Defeasible Assertion Suppose
AFpp, C with ObjeCtS CANode and 1/) € CANode-

e Strict Assertion of 1) in (: SA(v), () =qes 1 is skeptically
accepted in (.

e Defeasible Assertion of v in (: DA(v), ¢) =qey 1 is cred-
ulously accepted in (.

Strict Assertion requires that if the node % is attacked by a
node ¢, then ¢ itself must be defeated; Defeasible Assertion
has no such requirement.

Examples and Cases

We illustrate the implication structures and give cases rel-
ative to assertions. We show how our analysis provides a
semantics to support the properties of contraposition and
strengthening of the antecedent, which are required for SI,
but not for DI. For the purposes of illustration, we assume
AFpr, only has the nodes and arcs (indicated as arrows) as
illustrated, so only what appears can be asserted. Note that
“not” is the graphic representation of —, P and Q represent
literals, and the rule name can be inferred from the structure,
so we abbreviated them as “Rule 1, “Rule 2”, and so on.



Strict Implication

Our first example is an SI P — Q, which is represented as
follows in an AFpy, as in Figure 1. “Rulel” is the string “P
strictly implies Q”.

P not P Rulel not Q Q

Figure 1: Strict Implication

With respect to Figure 1, we have four cases where we
read the following as “an assertion (e.g. as in (a.) P) relative
to ST implies a preferred extension (e.g. as in (a.) {P, Rulel,

Qh”.

a. P: {P,Rulel, Q}

b. —P: {~P, Q}, {~P, ~Q}

c. Q: {P,Rulel, Q}, {-P, Q}
d. =Q: {-P, -Q}

The extensions correlate to those cases of material impli-
cation of Propositional Logic where the implication is true.
Note that if —Q is asserted as in (d.), then whatever attacks
it, here “Rulel”, must be attacked; this implies that —P must
hold. Consequently, there is no conflict-free extension in
which —Q and P both hold since in every extension where
—Q holds —P must hold as well. In this interpretation, strict
implication is false where there is conflict-free where the an-
tecedent P and the negation of the consequent —Q both hold.
As stated earlier, we have not considered attacks on the rule
per se. We have included the rule name in the extensions,
however, we are primarily interested in the literals and could
filter out the rule names as they are auxiliary nodes that are
used in calculating the extensions.

To assert —P constitutes Premise Defeat, while to assert
—Q constitutes Rebuttal. Thus, our analysis incorporates
these Argumentation-theoretic notions directly.

Defeasible Implication

Consider a DI P ~» Q and the same cases. “Rule2” is the
string “P defeasibly implies Q.

P not P Rule2 not Q Q

Figure 2: Defeasible Implication

With respect to Figure 2, we have the following four
cases:

a. P: {P,Rule2, Q}, {P, -Q}

b. =P: {-P, Q}, {-P, -Q}

c. Q: {P,Rule2, Q}, {-P, Q}

d. =Q: {=P, ~Q}. {P. ~Q}

Here, the assertion of the antecedent P does not guarantee
the consequent Q in every preferred extension. By the same
token, assertion of the negation of the consequent —Q does
not guarantee the antecedent P in every preferred extension.

The differences in attacks and conditions between SI and
DI account for the different extensions.

Properties

Let us consider the properties of contraposition and
strengthening of the antecedent with respect to these struc-
tures.

Contraposition Contraposition must hold for SI but does
not hold for DI. In SI, the assertion of —=Q gives rise to an
extension where —P holds, accounting for the semantic con-
traposition property of SI; in SI, the only way for Rulel to
be defeated is where —P holds, which in this AF can only
occur where —( is strictly asserted. Moreover, in brief, the
contraposed formula -Q — —P has the same preferred ex-
tensions in the same cases with respect to the literals. Thus,
the analysis provides a semantics to support contraposition.

However, contraposition does not hold for DI. This fol-
lows since in DI (and not in SI) —Q itself attacks Rule2.
Therefore, we have a choice between —P attacking the rule
or P attacking —P. Unlike SI, where we had no such choice,
we cannot justify eliminating P. Thus, in DI and given the
assertion ~Q, —P is credulously accepted.

Strengthening the Antecedent We can strengthen the an-
tecedent of SI. In addition to being a property of SI, such
cases play a role in the discussion of the problems. Suppose
the logical form is /[P A Q] — R] and Rule6 is “P and Q
strictly imply R”.

P R Q
I
not P not R not Q
Rule6

Figure 3: Strengthening the Antecedent

With respect to Figure 3, we have the following cases.
a. P, —R: {P, R, =Q}, {P, R, Q}
b. P,R: {P, R, Rule6, Q}
¢. =Q: {P, =R, =Q}, {-P,R, =Q}, {-P, =R, =Q}

Examples (a.) and (b.) show the way conjunction works in
SI. Example (c.) shows that we only credulously accept the
antecedents where we have the contrapositive in an SI. This
is important in the consideration of a problem below.

R-Chains and A-Chains

So far we have dealt with strict and defeasible implications
in which there is no shared object. However, as implications
can be chained together, we want to define their relationship.
This is required for the analysis of transitivity of SI. We first
provide the definitions, then examples and cases.

Following (Hitchcock 2007), we recursively define argu-
ments as understood in logic and philosophy in terms of
rules and assertions, which is in contrast to (Caminada &
Amgoud 2007). We first recursively define R(ule)-Chains in
terms of SI and DI rules. A(rgument)-Chains, which express



the philosophical sense of arguments, are defined in terms
of R-Chains.

In the base case, an R-Chain is either an SI or a DI. In the
recursive case, the antecedents of the complex R-Chain are
the union of the antecedents of the component R-Chains, the
conclusion of the complex R-chain is the conclusion of one
of the component R-Chains, the attack relation of the com-
plex R-chain is the union of the attack relation of the compo-
nent R-Chains, and the two component R-Chains must have
overlapping claims and premisses.

Definition: R-Chains

e Base Case: R-Chain(v,(), v is an R-Chain in (, where ¢
is an AFpr, and 7 is either an SI or a DI defined in (.

e Recursive Case: For R-Chain(§,() and R-Chain(e,(), R-
Chain(,() is:

- AntecedentNodes(n) =gey
AntecedentNodes(e).

- ConclusionNode(7) =4,y ConclusionNode(e).

- AArcs(n) =gey AArcs(6) U AArcs(e).

- Condition: ClaimNodes(d) C PremissNodes(e).

The condition connects one rule to another; it also clarifies
the connection between the rules in that § appears as the
“first” rule and e the “second”.

An A(rgument)-Chain is a subcase of an R-Chain given
asserted premisses. The rationale is that in logic and phi-
losophy (Hitchcock 2007), an argument relates not to just
any preferred extension in an AF relative to a rule, but only
to preferred extensions where the premisses and the conclu-
sion of the rule both hold. For SI and DI, this is where the
antecedent and conclusion are both true. As illustrated be-
low, given a rule and different assertions, different preferred
extensions arise, only some of which correlate to the con-
cept of argument. We assume that A-Chains inherit the def-
initions from R-Chains; i.e. the RuleName of an R-Chain
is the ChainName of an A-Chain, the PremiseNodes of a R-
Chain are the PremiseNodes of an A-Chain, and so on.

Definition: A-Chains

o Strict A-Chain(7,() if and only if R-Chain(n, {) and
VX C CaANodes if X i a preferred extension and
AntecedentNodes(n) C x, then ConclusionNode(n) € x.
e Defeasible A-Chain(n,() if and only if R-Chain(n, ¢) and
Ix € CaNodes X 18 a preferred extension,
(AntecedentNodes(n) U ConclusionNode(n)) C x.

A literal is justified by being asserted or by being the con-
clusion of an A-Chain with justified antecedents. As with
SI and DI, we can assert literals with respect to Strict and
Defeasible A-Chains.

AntecedentNodes(d) U

Transitivity
Having defined A-Chains, consider how they account for
transitivity, which holds of SI but not DI. We consider two
cases: SI followed by SI and DI followed by SI. For each,
we give relevant cases.

We have in Figure 4 two SIs which form an R-Chain com-
prised of P — Q and Q — R, where Rulel is “P strictly
implies Q” and Rule3 is “Q strictly implies R”.

P not P Rulel not Q Q

Rule3 not R ~— R

Figure 4: Two SIs

With respect to Figure 4, suppose we look at the one case
where we assert P. Other results can be calculated along the
lines as earlier. This gives the following result:

a. P: {P,Rulel, Q, Rule3, R}.

Figure 4 provides a Strict A-Chain since for every pre-
ferred extension where the antecedent P holds the conclu-
sion R holds; we can say that R is skeptically accepted rela-
tive to P. Though Q holds in the extension, it plays no role
in the inference to R, but is there by default from the SI R-
Chain in the first part of the A-Chain. We do not need Q
to infer that R is in the preferred extension, for where P is
asserted, Rulel must hold, from which it follows that Rule3
and then R hold. Q is not the antecedent of the A-chain
and does not justify that R holds. Here, we have two SIs in
an A-chain; this demonstrates that closure holds transitively
with respect to SI. The effect of transitivity emerges from the
graph and does not need to be imposed by additional stipu-
lations. We see these two points as important and novel to
the literature on the interaction between AFs and logic.

Next consider a combination of DI and SI as in Figure 5
along with two of the results. We have P ~» Q where Rule4
is “P defeasibly implies Q" and this is followed by 0 — R
where Rule3 “Q strictly implies R”.

P<+—notP——Ruled~—notQ+— Q

Rule3 —notR+— R

Figure 5: DI followed by SI

a. P: {P, Rule4, Q, Rule3, R}, {P, -Q, =R}
b. -R: {P, =Q, =R}, {-P, -Q, -R}

In the first case, we have a Defeasible A-Chain from P to
R, where R is credulously accepted relative to P. Thus, DI
does not support transitivity. In the latter case, we see that P
is only credulously accepted relative to —R since contrapo-
sition does not hold of defeasible implication. This case is
important to our considerations of a problem later.

We see that in virtue of the structure we have assigned,
we have an AF which represents the difference between SI
and DI with respect to transitivity.

Problem Cases

(Caminada & Amgoud 2007) present three problems
which, they claimed, any theory of argumentation ought
to account for; of these, we discuss the first two for
the third is a variant of the second. They provide a



knowledge base comprised of assertions (strict implica-
tions with empty antecedents) and strict and defeasible
implications. ~ Arguments are constructed from com-
ponents of the knowledge base or other arguments,
which are the sorts of structures we criticise earlier.

Problem 1 — The Married Bachelor

e Strict implications: — WR; — GO; B - -HW; M —
HW

e Defeasible implications: WR ~» M; GO ~» B;

e Arguments: Al: [— WR]; A2: [— GOJ; A3: [Al ~ M];
A4: [A2 ~ B]; A5: [A3 — HW]; A6: [A4 — —HW]

e WR means John wears something that looks like a wed-
ding ring, M means John is married, HW means Has
a wife, GO means John often goes out until late with
friends, B means John is a bachelor

(Caminada & Amgoud 2007) claim that given this knowl-
edge base and these arguments, both M and B are incorrectly
justified.

In contrast, we represent the knowledge base directly in
the AF, with respect to which we assert GO and M, then rea-
son with respect to A-Chains. This appears in Figure 6. The
rule names can be inferred from the structure of the graph.

GO not GO Rule7 not B Rule8 HW
|
B
WR not WR Rule9 not M Rulel0 —not HW
M

Figure 6: The Married Bachelor Example

With respect to Figure 6, the grounded extension is {GO,
WR}. We have several preferred extensions since B, M, HW,
and ~HW are defeasible. Following our reasoning about SI:
if HW is in the extension, then M and —B are in the exten-
sion; if “HW is in the extension, then B and —M are in the
extension. Neither M or B are justified in a Strict-A-Chain.

The second problem presented in (Caminada & Amgoud
2007) is formulated as follows:

Problem 2

e Strict implications: — A; — D; — C; B,E — Not C

e Defeasible implications: A ~ B; D ~ E;

e Arguments: Al: [[— A] ~ B]; A2: [[— D] ~ E]; A3:
[— C]

(Caminada & Amgoud 2007) claim that A, E, and C are jus-
tified. They claim that though there is a strict rule which
allows us to infer Not C, we cannot because it is part of the
knowledge base and not the argument network. This, they
claim, shows that justified conclusions are not closed under
strict rules or could be inconsistent.

We represent the problem as in Figure 7, where we assert
A, D, and C. No problem arises: the assertions of A and D
defeasibly imply B and E. The assertion of C implies either
=B or —E strictly holds, which defeats the conjunction of B
and E.

A not A Rulell not B
BN
B Rulel3
7
D not D ——Rulel2~——not E C
I
E Not C

Figure 7: Closure under SI

Discussion

For defeasible rules, the rule and the negation of its conse-
quent can appear in different preferred extensions. We need,
then, a systematic means of choosing which one we will ac-
cept. Various forms of non-monotonic logic offer us, in ef-
fect, systematic ways of making or justifying this choice.
One principle, which looks intuitively plausible in our con-
text, would be to choose the preferred extension which max-
imises the number of rules accepted. This is similar to cir-
cumscription (McCarthy 1980), which introduces, for each
rule, an additional ab predicate which specifies that circum-
stances are not abnormal with respect to the rule and then
works by minimising the extension of the predicate. In our
system, we could represent this by adding an ab node for ev-
ery rule, where ab attacks the rule. The ab node itself attacks
and is attacked by a —ab node. We then select the preferred
extension with the fewest ab nodes. One advantage of in-
cluding ab nodes is that we could now explicitly represent
abnormal circumstances: for example not has wife(X) would
attack the —ab node relating to the rule that a man wearing
a gold ring is married.

In this paper, we adapted RBA systems ((Prakken &
Sartor 1997), (Garcia & Simari 2004), (Governatori et al.
2004), and (Amgoud et al. 2004)) into a cohesive and co-
herent AF, incorporating SI and DI along with a useful and
philosophically sound conception of argument while retain-
ing the key observations and analyses of AFs. The key novel
contribution of the paper is that we have provided a general
format to extend the Dungian AFs to reason in the AF rel-
ative to an instantiated knowledge base. We have also sug-
gested that the system can be extended further to cover other
forms of defeasible reasoning.
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