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ABSTRACT

We describe a framework for the study of inter-agent behavior.
Our starting point is the notion that choosing to perform an action
will constrain the capacity to choose dher actions, both for the
agent concerned and for the other agents with which it interacts.
We represent these conflicts between choices in an abstract
fashion using an "option framework". In an option framework we
are not concerned with the nature of the actions that can be
chosen, only the ways in which they conflict with the other
choices in the framework.

We can then partition the options in the framework according to
the agent which can sdect them, and associate utilities, with
respect to al the agents in the system, with them. Agents will then
sdlect options according to the constraints imposed by conflicts
between actions. Where the choices of two agents conflict, the
conflict is resolved according to which agent controls the conflict,
resulting in the redlization of some subset of the choices. The
agent can then evauate the redized actions according to a
function which may take into account the utility produced for itsalf
and other agents. The task of the agent is to select the set of
actionswhich produces the subjectively most favored redlization.

Having formally presented the framework we show how it can be
used to explore the inter-agent behavior of systems of agents
according to a number of factors which will determine how they
go about their task. We aso show how some other approaches to
the investigation of the inter-agent behavior can be modeled in our
framework.

The framework is sufficiently abstract to provide the means to
explore al aspects of inter-agent behavior by both empirica and
analytic means. We give examples of some hypotheses that may
be investigated in this framework.

1. INTRODUCTION

What can we do? We have many options: | can go to a Chinese
restaurant or to a Spanish restaurant for dinner tonight. | can go to
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Iredland or to France for my holiday next year. But, of course, |
cannot do all these things. If | dine in the Chinese restaurant, |
cannot dine in the Spanish restaurant: if | travel to Irdand, |
cannot holiday in France. When choosing what to do, | need to
recognize that what | choose will constrain my options, and | may
need to ignore an option, desirable in itself, in order to keep other
options open. So, when making my choices, | need to take account
of the larger picture, taking account not only of the action itself,
but its effects on my other actions.

Neither can | consider myself aone. John Donne wrote that "No
man is an idand, entire of itself". Jean-Paul Sartre wrote that
"L'enfer est les autres', that hell is other people. The Rolling
Stones sang "You can't aways get what you want to". As writers,
philosophers and musicians through the centuries have recognized,
what | choose aso constrains the choices of others, and what
others choose, constrain my choices.

So we might replace the question we started with by the question
"what can we choose?’, so as to recognize that our options are
restricted to those that can be done when constrained by the need
for our choices to be compatible, and to be compatible with the
choices of others. Or we could address the question "what should
we choose", to recognize both the different value to us of the
various co-redlizable possihilities, and the fact that our choices will
constrain the choices of others.

In the light of this interconnectedness of human activity, a number
of social organizations and mora codes have developed, to guide
and regulate inter-personal behavior so as to promote peaceful co-
existence and even mutual benefit. If we are to take the notion of
societies of agents serioudy, we need to recognize that this
interconnectedness will hold for agents aso. In this paper we
develop a framework for reasoning about agent choices and the
regulation of inter-agent behavior.

Section 2 provides an abstract forma mode to express the
choices available to a group of agents, the internal, external and
inter-agent constraints between them, and the benefits that they



have for the various agents. This will enable us to define the
problem faced by the agents of sdlecting from their options some
subset of these options which they will attempt to perform.

Section 3 will discuss a variety of different constraints that can be
added to the forma framework, including the notions of how
agents compare different choices, strategies for making the
choice, and possibilities for regulating inter-agent behavior.

Section 4 shows how the framework can model the kinds of
situations explored in other work attempting to explore inter-agent
behavior. Section 5 illustrates the use of the framework by
considering the specia cases of a single agent, and interaction
between two agents.

Section 6 discusses future work, involving the extension to cases
with arbitrarily many agents, and puts some hypotheses which
can be tested using the framework. Section 7 offers some
concluding remarks.

2. AFRAMEWORK FOR THE
INVESTIGATION OF INTER-AGENT
BEHAVIOR

We begin by introducing the notion of an option. For our purposes
we want to keep this notion as abstract as possible. Thus we are
not interested in the details of the action which can be opted for,
nor in any of the mechanics of how it might be carried out. An
option is smply something which an agent can do, which can have
some utility for one or more agents and which can, if performed,
block the sdection of other options. The options which are
avalable to the agents under condderation, and the conflicts
between them are denoted by an Option Framework.

Definition 1. An option framework is a pair
OF = <OP,conflicts>

where OP is a set of options, and conflicts is a symmetric non-
reflexive binary relation on OP, i.e. conflictsi OP~ OP.

For two options op; and op,, the meaning of conflicts(opy, op.) is
that op; and op, can never both be chosen together. This may be
30 because the state of affairs realized by op; isincompatible with
that redized by op, or because performing op; violates some
precondition for peforming op, or any other source of
incompatibility. The relation must be symmetric. Suppose that
performing op; violates a precondition for performing op,, then if
opz is chosen, op: cannot be performed, since performing it would
render it impossible to perform the chosen option. Thus the notion
of conflict embraces both the notion of one action physicaly
preventing another, and the notion of the choice of an action
meaning that another cannot be consistently chosen.

OP is intended to describe the totality of options available to a set
of agents A. Each agent a1 A will be capable of choosing some
subset of OP. This means that agents do not have options in
common: if an option sdected by an agent involves the
performance of some action, that is seen as a different state of

affairs from that in which another agent chooses to perform that
action, and there may well be different consequences in terms of
the conflict relations the option enters into, and in the benefits its
performance affords to various agents. We therefore define the
option set of an agent asin Definition 2.

Definition 2 The option set, OP,, of an agent a is a subset of
OP. For a set of agents A, A = {ay, a,..., &, the option sats
{OP;} associated with each agent induce a partition of OP (i.e for
digtinct agents &, a;, OP; ¢ OP; = A and for al x1 OP, xisin
the option set of some agent.)

We next need to provide some means of evaluating the various
options, if thereisto be a possibility of rational choice. We do this
by introducing the notion of the utility of an option for an agent.
Selection and exercise of an option may confer benefits not only
on the agent that chooses the option, but on other agents as
well. Equaly it is possible that exercising an option may reduce
the welfare of the agent concerned, or of other agents.

Definition 3 The utility of an option for an agent. For al al A,
opl OP thereisardation utility(a,0p,z), where z is an integer.

We read utility(a,op,2) asop has utility z for a.

The task of an agent is to select a subset of itsoptions, S, Tobea
legitimate sdlection this set must be consistent: it cannot contain
any options that would conflict in the absence of other agents.
This means that the selection of an agent cannot contain any
option that conflicts with one of its own options. It can, however,
include options that conflict with the options of another agent, in
the hope that either that other agent will not choose to exerdse the
option, or that the conflict will be resolved favorably.

Definition 4 Selection of an Agent. A subset S, of OP, is
selectable by an agent a, if " x"y1 OPa, @ conflicts(x,y).

If a conflict occurs between options in the option set of a given
agent, then the agent is free to choose whichever option it wishes,
athough it cannot choose both. If, however, the conflicting options
are in the selections of distinct agents, one agent must be dominant
with respect to the particular option. We say that the cominant
agent controls the conflict.

Definition 5. Control of a conflict. For al conflicts between a pair
of options op1 and opa, conflicts(ops, op2), such that op1 1 OPa
and op, 1 OP, for distinct agents a and b, either
controls(conflicts(opz, 0pz),a) o controls(conflict(opz, opz),b).
Note that if controls(conflicts(opi,0p),a), then aso
controls(conflicts(op,, op1),a). We can add that for al opy 1

OP, and op,1 OP,, controls(conflicts(ops, 0p2),a).

In the case where two agents select options which anflict, the
option selected by the agent which controls the conflict will be
realized and the conflicting option will not. We cdl the options
selected by an agent which are redlized, the realization of the
agent.

Definition 6. Redlization of an agent. The realization of an agent
al A isaset Rysuchthat R,i S,andnor; 1 R, issuch that
there existsanr, T S, for some agentb T A, b distinct from a,
such that controls(conflicts(ry, r2),b).

Thetota utility of a given agent will depend not only on the options
in its own redization, but those in the realizations of its fellow



agents. It is therefore also convenient to talk of the realization of
an option framework, R, which is the union of dl the individua
redizations of the agentsin A. We call this Ra. We can say that
the utility of an agent U, is the sum of the utilities for a of the
elements of Ra. It is aso convenient to talk about the utility of a
group of agents. We will writethisas Ug, where B A, and isthe
sum of theindividua utilities U, fordl a1 B.

The fina notion we need to introduce here is the notion of the
evaluation of an agent of a redization. This is a function of the
total redization Ra, evalay(Rs), and is intended to be some measure
of how content with the overall redlization the agent is. This
function, evala, may be defined in a number of different ways,
some of which will be explored in later section. It is, however,
critical, since it is this function that the agent will try to maximize
when determining its sdlection S,, in so far asit isin its power to
do s0.

Definition 7. Task of an Agent. The task of an agent a in the
framework is to construct the selection S, which is expected to
maximize the value of eval(Ra).

Not everything that happens does so as the reault of the action of
an individual agent. Some things happen as the result of nature,
and other states of affairs are the product of the actions of more
than one agent. In order to represent this we distinguish a partition
dement OPy, ("nature"). Since Naureis not an agent, each option
(or, rather event, since no agent chooses it) is selected with some
probability. This means that for al eventsin OPy thereis agiven
probability that they will be redized unless prevented by some
other option. Similarly an event may prevent an agent from
redizing an action. The probability of an event may be
independent or conditionally dependent on the probabilities of other
events.

Finally we should say that much of the previous work exploring
inter-agent behavior, such as Axelrod (1986) and Shoham and
Tennenholtz (1997) has been concerned with how behavior
evolves over time. Thereis no reason to see the option framework
as a one-off event. It is equally possible to have a sequences of
frameworks, each representing one of a sequence of interactions.

3. USING THE FRAMEWORK

The framework given in section 2 is, and is intended to be, very
abstract. In order to represent a particular situation we must
determine a number of factors. The purpose of this section is to
describe some of the factors which can be varied, and to offer
suggestions as to how they might be varied.

3.1 Information Available To An Agent

An agent might have different degrees of information about OF
and its associated relations. At one extreme it would be aware of
dl the optionsin OP, dl the agents in A, how the options were
partitioned between agents, the extension of the conflicts relation,
the extension of the controls relation, and the extension of the
utilities relation. At another extreme, the agert might be aware
only of its own partition OP,, and be unaware of any conflicts with
options outsde of OP, Obvioudy a number of intermediate
positions with respect to al of these elements are possible: the

agent might for example be aware only of agents whose actions
were in conflict with its own, of the controls relation to the extent
that it governed conflicts with options in OP,, and of the utilities
only in respect of the agents it was aware of. The amount of
information available to the agent will have an effect on the most
rational selection it can congtruct. Similarly it will evauate a
redization in terms of the utilities of only those agents of which it
isaware.

Note that, in a multi-agent framework, different agents may have
different amounts of information available.

3.2 Strategy of an Agent

Even if the agent has complete knowledge of the framework, for
options that conflict with the options of other agents which are
controlled by the other agent, the agent cannot tell whether a
selected qgotion will be realized. The agent may choose an option
even if it isnot in control of the conflict in the hope that the other
agent will not sdlect the conflicting option.

This means that an agent will need to choose whether or not to
gamble on the selections of other agents being favorable. An
adventurous agent will attempt to maximize its welfare on the
assumption that its selection will be redized, whereas a cautious
agent will attempt to maximize its minimum return. Alternatively
agents may use game theory to inform their selection. If the
framework is part of the sequence, agents may adopt a strategy in
the light of past successes and failures.

The choice of strategy may aso be affected by what happens
once conflicts are resolved. The non-redlization of some optionsin
the origina sdlection may mean that the options with which those
options can be conflicted can ill be included in the selection. If
the agent is dlowed this option to modify its original selection in
the light of the revealed selections of others, there may be merit in
being less cautious with the origina selection.

3.3 Communication Between Agents

Another factor will be the degree of communication between
agents. We may alow agents to communicate with some or dl
other agents of which they are aware both to extend their
information about OP, and to negotiate as to which actions they
will select. It may well be advantageous for agents controlling
particular conflicts to announce that they will refrain from
exercising their option h these conflicts, or to undertake to so
refrain if the other agent refrains from exercising some of its
options; or to undertake to perform a particular action if the other
agents makes some similar concession. In this way the agent may
make a selection with greater assurance that the selected options
will be redized. It should, however, be remembered that this
assurance cannot be complete: the other agent may renege on its
commitments. This suggests another consideration: the degree of
trust an agent places in other agents.

Of course, if there are several agents, different agents may
employ different dtrategies, have different capabilities for
communication, and have different degrees of trugt and
trustworthiness.



3.4 How Agents Evaluate Realizations

A very important factor in the selection of an agent is how the
agent evaluates the various redlizations, the nature of the eval,
function. There are a number of possibilities, such as:

= theagent may consider only its own utility

= the agent may consider the utilities of other agents. The
extent of its concern may be a single other agent
("partnership"); asmall group of agents (“family"); a medium
sized group of agents (“tribe"); an large group of agents
("nation"); or even al other agents ("agentkind").

= if the utilities of other agents are consdered, it is not
necessary that they be treated uniformly: different weights
might be attached to the utilities of different agents, or groups
of agents.

=  ggents have the possibility of exhibiting enmity as well as
benevolence. There may be agents or groups of agents that
the agent wishes to harm as well asthose it wishes to help.

= eval, may not be a smple sum of utilities. The agent may
attempt to equaize utilities, ensure that al agents have a
certain leve of utility, a use some other principle.

Again it is obvious that such differences in what the agent counts
as a good redization will have a considerable influence on the
option it chooses to sdlect, and that it possible for different agents
to evauate the redizations according to different criteria

3.5 Determining the Controls Relation

It could be the case that the decision as to which agent controls a
conflict is smply arbitrary. Alternatively it may be determined in
some systematic way’:

»=  There could be a total ordering on agents, so that the more
powerful agent controls al conflicts with less powerful
agents.

=  The ordering could be on groups of agents, with inter-group
conflicts determined arbitrarily.

*=  The ordering could be within groups of agents, with extra-
group conflicts being determined arbitrarily.

= Conflicts could be determined by some externa regulation,
discussed in section 3.6.

Obvioudy other possihilities are available, for example involving
partia orderings.

3.6 External Regulation

Most human societies have laws and regulations to govern

conflicts among their members. We can aso use analogues of

such regulation to influence the behavior of agents within our

framework. We could envisage regulations to:

= prohibit agents from selecting certain options: for example
those which harm other agents too much. Such restrictions
might apply to al other agents, or only to agents in a certain
grouping.

= congtruct the controls relation. For example we might say
that the agent whose option had the greater overdl utility
should control the conflict

»=  to require that the sdlection of an agent included options
which promoted the utility of some other agent or agentsto a
certain extent.

Many other systems of regulation would be possible. Again
different groups of agent might be subject to different regulatory
regimes.

4. MODELING SPECIFIC SS TUATIONS

In this section we will show how the framework can be used to
model some specific situations. We will give three examples. First
we illugtrate our framework by giving a full description of an
example with two agents, each capable of three actions. We then
model the famous Prisoner's Dilemma (e.g. Axelrod 1984), much
used in the discussion of inter agent behavior, eg. (Danielson
1992, Philipps 1993). Thirdly we will modedl the norm game used in
Axdrod (1987).

4.1 A Two Agent Example

paf20]
qa[13] rafd, 2]
T l
sb[-2] th 3]
ub [0,2]

Figure 1: Example Option Framework with two agents

This example is intended smply as an example of an option
framework, which | shall cal EOF.

EOF = <EOP,Econflicts)

EOP = {p,qr,st,u}

Econflicts ={ conflicts(p,q),conflicts(q,p),conflicts(p,r),conflicts(r,p),
conflicts(q,r),conflicts(r,q),conflicts(q,s),conflicts(s,q),
conflicty(r,t),conflicts(t,r), conflicts(s,t),conflict(t,s),
conflicts(s,u),conflicts(u,s),conflicts(t,u),conflicts(u,t)}
A ={ab}

OP.={p.ar} OP, ={stu)

controls(conflicts(s,g),b). controls(conflicts(r,t),a).
utility(ap,1). utility(a,g,2). utility(ar,2).

utility(a,s-2). utility(a,2,3). utility(a,u,0).



utility(b,p,0). utility(b,g,3). utility(byr,-2).
uility(b,s2). utility(bit,1). utility(b,u,1).

The framework can conveniently be depicted as a graph as in
figure 1. The control of a conflict between the options of distinct
agents is indicated by a directed edge. Vertices are labeled with
their name and their utilities, written as [utility for a, utility for b]

Each agent can select only one of its three available options, since
its options mutually conflict. The possible selections, redizations
and resulting utilities are shown in Table 1. An identifier is given to
each realization for ease of later reference.

ID | S |S |Ra | Ua| Uy | Ua
R1 | p S ps 3 3
R2 | p t pt 1 6
R3 | p u p,u 2 2 4
R4 | q S S -2 |3 1
R5 | q t qt 4 4 8
R6 | q u qu 1 5 6
R7 r S rs 1 1 2
R8 |r t r 3 2 |1
R9 r u ru 3 0 3

Table 1: Possible realizationsin example 1.

As can be seen from Table 1, even a very simple framework such
as this can give a variety of outcomes. This example will be
discussed further in section 4.2.

4.2 The Prisoner's Dilemma

In the Prisoner's Dilemma, each agent can choose either to co-
operate or defect. The utility of cooperation and defection depends
on the choice of the other agent. If both co-operate, each receives
two loaves, in both defect, both receive one loaf. If one defects
and the other co-operates, the defector receives three loaves and
the other none. The dilemma is whether to co-operate (which is
collectively most beneficia, but could mean going hungry), or to
defect. To modd this we need to introduce our special agent,
Nature.

PD = <PDOP,PDconflicts)

PDOP = { C,, Cp, Dy, Db, CLh, CDp, DGy, DDy }
PDconflicts = { conflicts(C,, D5), conflicts(Cy, Dy),
conflicts(C,, DLCy), conflicty(C,, DaDy),
conflicts(Da, CeCb), conflicts(Da, CeDb),
conflicty(Cy, C.Dy), conflicts(Cy, DaDy),
conflicts(Dy, DLCy), conflicts(Dy, C.Cr),}

A ={abN}

OP,={ Cs G} OR, ={ Da D)

OPy = { CCsx CDb, DLCs, DDy }

The control of conflicts is determined by the fact that N cannot
control a conflict.

All options in OP, and OR, have zero utility.
utility(aCCp2). Utility(b,C:Cp,2).
utility(a,C2Dp,0). utility(b,C.Dp,3).
utility(aD«Cp,3). utility(b,DaCp,0).
utility(@DzDy,1). utility(b,DaDp,1).

Again we can represent this as a graph, shown in Figure 2. Here
no probability is assigned to nature's options, since which occursis
determined by the active agents. For clarity, the conflicts between
these events have been omitted.

aCa [0,0] a Da [0,0]
N CaCh [2,2] N CaDb [0,3] I DaCh [3,0] N DaDb [L1]
b Ch [0.0] b Db [0.0]

Figure 2; Prisoner'sDilemma

4.3 Axdrod'sNorm Game

The third example will show the framework for the "norm game"
discussed in Axelrod (1986). In this game players may conform or
defect. If the person defects, if seen by another, the other may
choose to punish them or not. Defection has utility 3 for the
defector, and -1 for the other agents. Punishing has a utility of -9
for the punished, and a -2 enforcement cost for the punishing
agent. An agent seeing a defection has a fixed probability.

For brevity we will represent this game only as a graph, shown in
Figure 3.

a Conf o a Defect
[0.0] [0.0]
B Conf orm I Punished I Unpunighed N unseen(0.5)
[0.0] [-9.-2] B-1
b Punish b ignore
[0.0] [0.0]

Figure 3: Norm Game



Thus a chooses to conform or defect. If a defects, it is lidble to
punishment. The other agent, b, may choose to punish or ignore. If
it chooses to punish, it can be prevented either by there being

nothing to punish, or by failing to see the defection, which here has
a probability of 0.5.

4. EXAMPLES

In this section we will give some examples to show how the
framework can be applied to some specific cases, and what can
be learned from this. The examples we shall use will be based on
assuming that the agents can have a range of attitudes to one
another, expressad through different eval functions. The case is
interesting because the previous work cited above (in common
with most accepted economic theory) aways assumes that the
agent wishes to maximize its own utility, and is indifferent to the
utility of the other agent. This does not seem to us a redistic
assumption, and so it will be interesting to see what happens when
it is relaxed. Before looking a this in two of examples given
above, we will briefly discuss the case where thereis only asingle
agent.

4.1 A Single Agent

Our first example will be of a framework containing only a single
agent.

This is a smple case in that there will be no conflicts outside of
the control of the agent, so that the agent's selection will dways
be fully realized. Moreover, here the agent can only consider its
own utility, and so the evaluation can be represented as equivalent
to its total utility, on the assumption that a rational independent
agent will wish to maximize its utility.

Let us now make a further assumption, that al options available to
the agent are of positive and equal utility to the agent. In this case
the agent's task reduces to finding the maximum independent set
of the graph in which options are the vertices ard conflicts
between options the edges. Thisis awell known problem in graph
theory and, athough it is NP-hard, there are reasonable algorithms
to approximate it (eg. Garey and Johnson 1979). Equally if we
relax the assumption with respect to utilities, alowing different and
negetive utilities, we get a variant on this problem which will aso
be amenable to a graph theoretic approach.

The one agent case is, of course, particularly straightforward, and
removes many of the considerations identified above. Let us
therefore move to the two agent case, which re-introduces many
of the interesting complications.

4.2 Two Agents

In al cases discussed below we will assume that the agents both
have perfect information about the framework. We will, however,
give them a range of attitudes. This is effected by giving them

different eval functions. The five attitudes to the other agent we
shall consider are, (with the evaluation of agent a in brackets):

= indifference(l) the agent considers only its own utility (U )

= benevolence(B): the agent considers its utility, and the utility
of the other equaly (Ua+ Up)

= love(L): the agent considers only the utility of the other (Uy)

= didike(D): the agent vaues its own utility and the disutility of
the other (U, - Up)

= hatred(H): the agent vaues only the disutility of the other (-
U)

For each of these attitudes there is a realization which the agent
will regard as optimal. We can aso sum these subjective
valuations to get a measure of the combined subjective worth and
determine the best realization on this measure. The results of this
are shown in Table 1. The rows are labeled with the best
redlization for a, the columns with the best realization for b, and
the cells contain the collectively best realization. In some cases all
stuations will have the same collective subjective utility. For a
description of the options in each redlization, see Table 1.

IR6) | BR5 |L(R2 | DRAY | HRY
1(R2) R5 R5 R2 R6 -
B(R5) | R5 R5 R5 R6 R6
L(R6) | R6 R5 R5 R4 R4
D(R8 | R2 R2 R8 - R8
HRS) | - R2 RS R4 R4/8

Table 2: Preferred realizations for Example 1

From our Olympian viewpoint, we might well consider R5({q,t}) to
be the most desirable outcome, since it maximizestotal utility, with
an equa digtribution. This is indeed evaluated as the best situation
on the criterion of maximum collective worth in some cases, but as
can be seen from Table 2, in many cases the agents themselves
would prefer something else.

If we have interactions between agents displaying these attitudes,
what options will they sdect? This will depend not only on their
attitude but their strategy. If the agent does not care about its own
utility, there is no problem: if a loves b it can do no better than g,
and if a hates b it can do no better than r. For the other agents,
however, there is a dilemma. If a chooses anything other than r,
then if b chooses s, the result is very unfavorable to a. On the
other hand, if b chooses other than s, a would typicaly do better
and never do worse, by not choosing r. If a decideson a strategy
of maximizing its minimum return, it will choose r, thus sacrificing
potential benefits for a safe, if not especialy desirable, outcome.
The drategy is plausible, but will lead to sub-optima results in
most cases.

In such circumstances, agents would benefit greatly from some
negotiation. It is the threat of the other agent performing the
harmful action that removes the freedom to choose whether to act
sdfishly or dtruisticaly. So if they could agree to refrain from the
harmful action, they would be free to act in their better interests.
This is true unless one agent hates the other, where harming the



other isits genuine interest. Thus negotiation would either free the
agent to act as it would choose, or, if negotiation was refused,
dlow it to goply the strategy of maximizing its minimum return
without losing potential benefit. If we go beyond negotiation, and
require agents to refrain from the harmful action, we force
didiking and hating agents to behave asif they were indifferent.

This is a single and specific example, but it does illustrate the
losses of benefit that comes from uncertainty, and how they might
be reduced through communication and negotiation between
agents.

5.3 Prisoner's Dilemma with Attitudes

Let us consider the effect of attitudes on the Prisoner's Dilemma.
Table N shows the realizations and utilities,

Ua | Ub | Ua+Ub | Ua-Ub
CaCb 2 2 4 0
CaDb 0 3 3 -3
DaCb 3 0 3 3
DaDb 1 1 2 0

Table 3: Payoffsin the Prisoner's Dilemma

Most work on the prisoner's Dilemma has considered only two
indifferent agents, and has attempted to show how, over a series
of games, the rationa strategy will lead to mutual cooperation. The
best strategy that has been found, e.g. Axelrod (1984), is known
as "Tit for Tat": the agent offers cooperation on the first round,
and thereafter plays what its opponents played on the previous
round. Does our framework bear out this finding for two
indifferent agents, and will agents with a different attitude adopt a
different strategy?

The five attitudes rank the various outcomes as follows (own
action given first):

= |ndifferent: DC, CC,DD,CD

=  Benevolent: CC, CD/DC DD

=  Loving: CD,CC,DD,DC

= Didiking: DC, DD/CC, CD

= Hating: DC,DD,CC,DD

From this we can see that only for the indifferent agent is there a
dilemmaat dl. Theill disposed agents have nothing to gain through
cooperation, and benevolent and loving agents have nothing to gain
by playing D, unless it may in some way lead to cooperation. We
may therefore conclude that the ill disposed will play D on the first
round and the well disposed will play C. The benevolent agent,
when faced with a D in response can know that the other agent is,
at best, indifferent. Will responding with a D induce cooperation?
Not in the case of an ill disposed agent, but the indifferent agent
prefers cooperation to mutual defection, and so may be expected
to play C on the third round, once it recognizes the preparedness
to tolerate mutual defection if it refuses to cooperate. If so the
benevolent agent will accept the olive branch ard cooperate again.
Essentialy the benevolent agent is playing tit for tat.

What of the indifferent agents? Suppose they begin with two
rounds of defection. A loving agent will answer this with two
rounds of cooperation, and so revedls that it can be defected
againgt without pendty. Ill-disposed agents respond with two
rounds of defection, and a benevolent agent with around of C and
around of D. But the problem is that they gtill don't know that the
agent which defects twice is ill disposed rather thanindifferent. If
they are to try to avoid mutua defection, they must cooperate at
some point, and so they will need to play C on the third round, and
then determine their remaining choices in the light of the other's
third round move. (Switching to C on the second round is unwise,
since a benevolent agent can be expected to defect on the second
in the face of the origina defection.) If, on the other hand, they
begin with C, they are rational to switch to on the second round,
whether or not the other defects, to test whether their defection
will be punished. If it is not, they may continue to defect. If it is,
they should switch back to cooperation. Thus the choice seem
between playing D,D,C, and C,D,C. The returns for these two
from the first three rounds for each type of agent (with the two
possibilities for the indifferent agents) are shown in Table 4. By
this time the agent can know whether cooperation is fruitful, and
S0 subsequent rounds will give the same return for either initial
strategy. Each cell gives four numbers; the score of the column
strategy and the row strategy after three rounds, and after 10
rounds.

D,D,C CD,C

3x 10x 3x 10x

1 (DDC) 44 1818 36 1720
1(CD,O) 6-3 20-17 55 1919
B (tit for tat) 4-4 18-18 55 1919
L(CCO 90 30-0 7-4 284
D (D,D,D) 2-5 912 1-7 814
H (D,D,D) 2-5 9-12 1-7 6-14

Table 4: Returnsin Prisoner's Dilemma for 3 and 10 rounds

From this we can see that against conditional cooperators, C,D,C
is better, but in all other cases D,D,C is better. (Both are better in
the long run for the indifferent agent than D,D,D). It is therefore
unclear whether it is better to start by cooperating or defecting:
this will depend on the distribution of attitudes in the population. If,
however, minimizing relative loss is important, then D,D,C seems
better, since it offers fewer chances to be defected from.

Only the benevolent agents follow the strategy of tit for tat, since
we now have agents who will not defect, and so there can be
some advantage in defecting. The essentia idea of tit for tat,
however, offering cooperation for a single round, and then
defecting only in the face of defection, does apply, it is just that the
initial rounds are non-cooperative as the agent attempts to be less
vulnerable until it has information about the other agent's attitude.
Notice also that the chosen strategy does not score better than tit
for tat, and scores less well than initial cooperation against tit for
tat. The strategy we have for our indifferent agent now resembles
that of Danielson's reciproca cooperator (Danielson (1992)), and
also emerges from the discussion in Philipps (1993).

FUTURE WORK



Of course, no conclusions can be drawn from the analysis of a
these small examples. Indeed concentration on specific games as
in much previous work, in our opinion, has tended to make the
conclusions drawn resistant to generalization. See, for example,
the differences made by an adjusment in the relationships
between the payoffs in the Prisoner's Dilemma in Philipps (1993).
But the purpose of the previous section is not to draw conclusions:
rather it is an attempt to show that the framework offered in this
paper can provide a setting for the analysis of a wide range of
Stuations in which the activities of agents interact and conflict. It
is to this wider, more flexible range of situations that we must ook
if we want to draw conclusions that will not be vitiated by specific
features of particular situations. We can see that we can use the
framework to explore the effects of factors such as:

= differencesin attitude of agents to one another

= differencesin strategy for the selection of options by agents
= differencesin negotiation strategies

= differencesin external regulation of agents.

The intention is to use the framework to perform a systematic
empirical study of how these factors affect inter-agent behavior.
Using a large number of automatically generated option
frameworks, and implemented agents to make the selections in
accordance with different sets of principles we can evaluate such
questions, as

= Under what circumstances do agents attain the realization
that the agents collectively regard as subjectively preferred?

=  Does forcing agents to select so as to avoid preventing of
selections with higher utility aways lead to a greater tota
utility?

Where a hypothesis does not hold universaly, we can provide a

characterization of the frameworks in which it does hold. For

example in a framework in which an agent could perform no

action beneficial to the other agent, different properties might hold.

We can then go on to use the framework to explore situations with
many agents. As well as exploring whether the results from the
two agent Situation generalize, we can aso explore hypotheses
concerning groups of agents. For example in a framework
comprising pairs of agents which are benevolent to one another
and indifferent to all other agents, is the most effective partnership
between agents with highly connected partitions? What effect
would different amounts of information available to pairs of agents
have? Or we could go beyond pairs and investigates groups to
explore whether differently sized groups performed better, and
whether groups with homogenous attitudes perform better than
groups with different attitudes. These are just some of the issues:
many more suggest themsealves.

As well as looking at such genera frameworks, we can also
atempt to relate frameworks to particular models of social
organization.

Hand in hand with this empirical work, should go anaytic work. If
a property is strongly suggested by the empirical work, it would be
worth investigating whether it was actudly provable. Similarly
andytic work will generate hypotheses which can be explored
empiricaly.

6. CONCLUDING REMARKS

The intended contribution of this paper is to identify a critical
feature of inter-agent behavior: that sdlecting an option will
preclude certain other actions both by the agent that selects it and
other agents, and to provide a sufficiently abstract framework in
which this problem can be explored. Following from this we have
identified a number of factors which can be considered when
exploring this problem, and illustrated their effects by reference to
alimited example.

Investigation of these issues could be directed in a number of
ways.

*  modeding diffeent social organizations

= consderation of how norms might emerge in agent societies
=  evauation of different regulatory regimes

= annotion of ethical behavior for agents

There are many and various possibilities: all this paper attempts to
doislay down aframework in which they can be investigated.
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