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Abstract

This article describes the construction of a relevance
model for Web image search. Using custom image retrieval
software, 24 textual queries were used to retrieve over 5800
images. Each image’s relevance to its query was evaluated
by human raters. The Web documents containing these im-
ages were analyzed for the presence of text matching the
query in each of 53 HTML features. Finally, logistic regres-
sion was used to construct the relevance model that best
predicted the human ratings from the presence of matching
text in HTML features. The resulting relevance model has a
precision of over 65% when applied to our entire sample. It
uses a total of thirteen HTML features with image filename
and document title being the most important. A number of
methodologic issues are discussed and suggestions for fu-
ture research are made.

1 Introduction

The World Wide Web (Web) is a virtual information
space that connects millions of computers around the globe.
Many Web pages use images for communicating content,
for page layout, for navigation, or for decoration. In the
year 2000, the Web was estimated to contain 489 million
images with new images being added at the rate of one mil-
lion a day [2]. So, it is natural to view the Web as a very
large, unstructured database of images.

It is also natural to search for and retrieve images from
the Web. Several commercial image search engines have
been developed. Google, for example, has indexed over 425
million images and allows users to search this index using
textual queries. The site’s frequently asked questions give
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a brief description of how Google find images that match
users’ queries:

Google analyzes the text on the page adjacent to
the image, the image caption and dozens of other
factors to determine the image content. Google
also uses sophisticated algorithms to remove du-
plicates and ensure that the highest quality images
are presented. [5]

We are interested in understanding effective mechanisms
for image retrieval on the Web, particularly those that ex-
ploit the content and structure of HTML, rather than the
pixels of the images themselves. Our earlier research [10]
showed that text-based search can be quite precise, but also
suggested that structural features of the HTML source were
not very useful in determining image relevance. That study
was quite small and did not attempt to combine multiple
features into a single model of image relevance.

In this article, we present the results of a larger study
that does combine multiple features of Web pages into a
single model of image relevance. We built software tools
to support image search and used them to gather image
search results for twenty-four two-word queries. The im-
ages returned were rated for relevance by three human raters
and the pages containing the images were analyzed for the
presence of text matching the query in any of 53 different
HTML features. Then, we used the statistical technique of
logistic regression to create a relevance model that uses the
presence of matching text in HTML features to predict the
human ratings of relevance.

2 Background

Extensive image retrieval research has been performed
with local databases, where the number of images ranges
from the thousands to a few millions. This work can be
broadly classified into two categories: text-based [3] and
content-based [11].
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In traditional text-based image retrieval [3], images are
annotated with text that describes the semantics of the im-
age. Annotations can describe various metadata informa-
tion, such as the subject, location, and time of the image,
using vocabularies and formats that generally depend on the
image domain. Images are retrieved by comparing textual
queries to the annotations. For Web image retrieval, the
critical problem with manual annotation is scale. The Web
is too large and its management is too chaotic for manual
annotation of images to be feasible.

Content-based image retrieval (CBIR) focuses on au-
tomated indexing of image content rather than relying on
manual annotation. In CBIR, images are analyzed for vari-
ous low level visual features, such as color, shape, and tex-
ture. A user can construct a CBIR query in several ways: by
specifying visual features directly, by submitting an exam-
ple of the type of image desired, or by sketching an approx-
imation of the desired image. All CBIR query approaches
share the problem that human concepts do not map neatly
to low level image features. Thus, while CBIR is effective
at finding images that have shared appearance, it is less ef-
fective at finding images with shared meaning. For Web
image search, CBIR techniques must also cope with the
scale of the Web. The image processing techniques used by
CBIR require substantial computation. The construction of
a feature-based index of the entire Web would be a daunting
task and efficient matching of queries against such an index
appears to be an open research question.

An important quality of Web images is that they are
always accompanied by HTML source code. Often, this
source code can function like manual annotations, because
it describes the very concepts that are shown in the im-
ages. This fact has led several researchers to exploit HTML
source as a resource for image retrieval. WebSeer [4] and
Diogenes [1] combined text-based and content-based ap-
proaches to retrieve Web images containing human faces.
All three systems used a small set of textual features that
were combined with heuristically assigned weights to iden-
tify candidate images and then used a face detector to iden-
tify images of faces among the candidates. Shenet al [8]
used four HTML features to identify likely image content:
the image filename, the value of the ALT attribute, the
page title, and surrounding text. They combined them us-
ing the Weighted ChainNet approach, which is taken from
natural language processing research, and uses heuristically
assigned weights. The system most similar to the work
presented here is MARIE-4 [7], which uses a statistically-
derived relevance model to decide whether an HTML fea-
ture is an image caption. Once a caption is identified, its
text is used to construct entries for the image in a search
index.

3 Method

This study was conducted in four phases: query selec-
tion, query result downloading, relevance rating, and docu-
ment analysis.

3.1 Query selection

A relevance model that would be effective for Web im-
age search in general must be suitable for a wide range
of realistic queries. We identified eight query categories:
famous people, non-famous people, famous places, less-
famous places, holidays, concepts, phenomena, and land-
marks. Then, for each category, we selected three queries
for a total of twenty-four queries (see Thao [9] for details.)
Three queries contained only one word, while the remainder
contained two words.

3.2 Query result downloading

Using new image retrieval tools, each query string was
sent to Google, which returned the 1000 pages that best
matched the query string (according to Google’s proprietary
relevance model.) For each query, one hundred of these
pages were selected at random. When Google returned a
bad link, a replacement page was selected randomly. A total
of 2400 Web pages and all the images that they referenced
were downloaded. Images that were small (typical of deco-
rative images, such as bullets) or had extreme aspect ratios
(typical of advertisements) were discarded. A total of 5806
images were retained. The pages were modified so that their
image references pointed to the downloaded copies of the
images. The original URLs of the pages and images were
recorded in a database along with other study data.

3.3 Relevance rating

Each of the 5806 images was examined by three trained
raters, who each chose one of three values for an image.
An image was ratedRelevant if it was a picture of the idea
represented by the query string. An image was ratedSome-
what Relevant if it was not Relevant but did show content
directly related to the query. Otherwise, the image wasNot
Relevant. For example, if the query was “bill gates,” then
a picture of a person named “Bill Gates” was Relevant, a
picture of Bill Gates’s home was Somewhat Relevant, and a
picture of Donald Knuth was Not Relevant.

For this study, we have simplified these ratings by con-
verting the three point scale to a two-point scale (Relevant
vs. Not Relevant). An image is considered relevant if two
of the three raters gave it a Relevant rating.
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3.4 Document analysis

Finally, the HTML source code of the Web pages was
analyzed for the presence of text matching the query in
any of 53 different HTML features. The 53 HTML fea-
tures included page-level features (URL, title, metadata),
image element features (URL, identifier, alternative text),
and the textual content of links, objects, related parts of ta-
bles, nearby headings, and elements that emphasize text in
various ways.

When multiple words were present in a query string,
there were several alternatives for defining a match. In gen-
eral, we used a form of “phrase matching,” requiring that
matching words appear in the same order as in the query
and were not separated by more than twenty characters. An
exception to this rule was that only one matching word was
required to appear in a URL.

4 Results

In evaluating any information retrieval study, it is useful
to consider the classic information retrieval statistics of re-
call and precision.Recall is the proportion of all relevant
items in a collection that a retrieval technique returns.Pre-
cision is the proportion of returned items that are relevant.
In general, the scale of the Web is so enormous that preci-
sion is of far more practical importance than recall.

Of the 5806 images in this study, 1447 or 24.9% were
rated Relevant. This is an important point of reference be-
cause it means that a completely random relevance model
can have a precision of 24.9%.

We used logistic regression to construct our relevance
model. Logistic regression is a non-linear regression tech-
nique that is well-suited to categorical or binary data [6]. It
yields a formula whose value can be used to estimate the
probability that an event will occur. In traditional regres-
sion terminology, the event is the dependent variable and
the model’s predictors are the independent variables. Lo-
gistic regression models the probability of an event based
onk independent variables,X1 . . . Xk as

Pevent =
eZ

1 + eZ
=

1
1 + e−Z

whereZ = B0 + B1X1 + B2X2 + . . . + BkXk.

It finds a set of values for the coefficientsB1 . . . Bk us-
ing the maximum-likelihood method, which maximizes the
probability of the observed results occurring. The solution
is found by an iterative approximation algorithm.

In this study, the dependent variable was the human rele-
vance rating, with a rating of Relevant having a value of one
and a rating of Not Relevant having a value of zero. Each
of the 53 potential independent variables was a binary value

Feature B Wald sig.
Constant -2.317 1137.236 .000
Image filename 1.886 299.599 .000
Page title 1.092 177.592 .000
Page filename .867 96.862 .000
ALT attribute 1.076 43.774 .000
Image path 1.060 36.816 .000
Page path -.787 18.030 .000
Cell below .709 11.509 .001
Meta description 1.092 9.615 .002
Cell above .664 9.164 .002
Other body text -.222 9.153 .002
Anchor text 2.023 8.580 .003
Cell right .331 4.690 .030
Cell left .370 3.830 .050

Table 1. Relevance model computed by logis-
tic regression analysis.

Model Percent
Raters Relevant Not Correct
Relevant 531 916 36.7
Not 274 4085 93.7

Table 2. Classification table comparing hu-
man ratings and the relevance model.

that was true (one) when a particular HTML feature con-
tained matching text and was false (zero) otherwise. The
53 potential independent variables were reduced to a total
of 13 variables in the relevance model by using the forward
stepwise procedure to restrict the set of independent vari-
ables to contain only those variables whose coefficient had
a Wald statistic that was significant at thep = .05 level. The
thirteen HTML features in the model are shown in Table 1
along with their coefficients in the model, Wald statistic val-
ues and significance levels. Positive coefficients indicate
that matching text in a feature increases the probability of
relevance while negative coefficients indicate reduced prob-
ability of relevance.

The practical significance of a logistic regression model
can be evaluated in two ways. First, there are two ap-
proximations to the traditionalR2 measure ofvariance ac-
counted for for regression. For the image relevance model,
the Cox & SnellR2 is .223 and the NagelkerkeR2 is .330.
Thus, the model accounts for somewhere between 22%
and 33% of the variance in image relevance.

The second approach is to compare the relevance classi-
fication produced by the model when using a particular cut
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point to that of the human raters in a classification table, as
shown in Table 2. For the purposes of this table, images
were classified as relevant by the model if their estimated
probability under the model was greater than 0.5. The clas-
sification table shows that 93.7% of the Not Relevant im-
ages and 36.7% of the Relevant images were correctly clas-
sified. The latter number is the recall statistic. The model’s
precision is 66.0%.

5 Discussion

The results described in the previous section show that
it is possible to construct a useful relevance model for im-
age search on the Web. While neither the 66% precision
statistic or the 37% recall statistic are particularly high, the
precision level is a substantial improvement over the 25%
chance of choosing a relevant image from our sample by
random chance and should be high enough to be acceptable
in practice.

It is possible to make some interesting observations
about the HTML features that play a role in the model. First,
these results confirm our earlier study [10], which found
that the two most important HTML features are the file-
name under which the image is stored and the Web page’s
TITLE element. Our earlier study also found the ALT at-
tribute value of the image element to be useful and this re-
sult is confirmed here.

Most of the other features with strong influence are also
parts of the image or page URL. Interestingly, the path por-
tion of the page’s URL has a negative relationship with rel-
evance. This suggests that when the page’s path contains
matching text, then the matching text is widely used for file
and directory names on the site, and thus conveys less mean-
ing than is normally the case.

Many of the features that have weaker contributions to
the model are parts of tables. Because tables are widely
used for layout in HTML, they are often used to place cap-
tions near images.

Finally, no features based on text emphasis, the use of
heading elements, or ID, NAME, or TITLE attributes of el-
ements appear in the model. We have examined the overall
frequency of appearance of certain features. The advent of
CSS appears to be eliminating the use of HTML’s heading
elements (H1. . . H6), especially when authoring tools are
used to create Web pages. To a lesser extent, the same is
true of the text emphasis elements, such as the B, IT, and
EM elements. The ID, NAME, and TITLE attributes are
also hardly ever used.

6 Future Work

We plan to continue our analysis of the data set from
which we constructed this relevance model with particular

attention to differences between query types. Early analy-
sis results suggest that queries based on proper names may
have different characteristics than other queries. If this is in-
deed the case, it should be possible to use lightweight natu-
ral language techniques to identify proper name queries and
choose an appropriate relevance model.

The growing use of CSS to control formatting means
that HTML elements convey even less semantics than they
once did. So, we want to explore how analysis of CSS style
sheets can help produce an enhanced relevance model.
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