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ABSTRACT 
Most information retrieval systems on the Internet try to supply 
the ‘best’ documents to a certain query by ranking the complete 
hit list with various algorithms. But this is only appropriate if the 
hit list contain relevant documents which can be positioned on the 
top. In the case of a small or empty hit list no ranking can improve 
the result and the user must reformulate the query again and again 
until he gets a sufficient result. This is a tedious task especially if 
the query is imprecise or too specific. 

We propose a method for improving the original query by an 
automatic reformulation method. Each phrase of the query corre-
sponds to a concept where similar terms are stored. These terms 
are used to reformulate the original query and the user directly 
receives a hit list with more relevant documents without numerous 
searching circles. 
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1. INTRODUCTION 
The Internet has become more and more a popular medium for the 
exchange of information among various people. One special 
group in particular that has become increasingly dependent upon 
the Internet is the scientific community. For scientists it is com-
mon to search the information he needs e.g. scientific reports, 
papers, etc. through the Internet. Another rapidly raising group of 
people are non-scientific searching the weather-forecast, some 
information about some specific cars etc. and business people 
searching for information about traveling, hotels or some other 
business topics. 

The problem of especially the latter group is that the terminology 
used in defining queries is often different to the terminology used 
in the representing documents. Many intelligent retrieval ap-
proaches [5],[12],[14] have tried to bridge this terminological 
gab. 

One idea involves the use of a relevance feedback environment 
where the system retrieves documents that may be relevant to a 
user’s query. The user judges the relevance of one ore more of the 
retrieved documents and these judgments are fed back to the sys-
tem to improve the initial search result. This cycle of relevance 
feedback can be iterated until the user is satisfied with the re-
trieved documents. In this case, we can say that the more feedback 
is given to the system the better is the search effectiveness of the 
system.  This behavior is verified by [4]. He has shown that the 
recall-precision effectiveness is proportional to the log of the 
number of relevant feedback documents.  

But in a traditional relevance feedback environment the user voted 
documents are appropriate to the complete query. That means that 
the complete query is adapted to the users needs. If another user 
has the same intention but uses a different terminology or just one 
word more or less in his query then the traditional feedback envi-
ronment doesn’t recognize any similarities in these situations. 

Another idea to solve the terminology problem is to use query 
concepts. The system called Rule Based Information Retrieval by 
Computer (RUBIC) [1], [5], [12] uses production rules to capture 
user query concepts. In RUBIC, a set of related production rules 
is represented as an AND/OR tree, called a rule base tree. RUBIC 
allows the definition of detailed queries starting at a conceptual 
level. The retrieval output is determined by fuzzy evaluation of 
the AND/OR tree. To find proper weight values, Kim and Ragha-
van developed a neural network (NN) model in which the weights 
for the rules can be adjusted by users’ relevance feedback. Their 
approach is different from the previous NN approaches for IR in 
two aspects [8]. They handle relations between concepts and Boo-
lean expressions in which weighted terms are involved. Second, 
they do not use their own network model but an already proven 
model in terms of its performance. 

But the crucial problem of a rule-based system still exists: the 
automatic production of proper rules and the learning of appropri-
ate structures of rules, not just the weights. 

2. QUERY EXPANSION 
The crucial point in query expansion is the question: Which terms 
(phrases) should be included in the query formulation.? If the 
query formulation is to be expanded by additional terms there are 
two problems that are to be solved namely: 

1. how are these terms selected and 

2. how are the parameters estimated for these terms 

For the selection task mainly three different strategies have been 
proposed: 

• Dependent terms: Here terms that are dependent on the 
query terms are selected. For this purpose the similarity 
between all terms of the document collection has to be 
computed first [14].   

• Feedback terms: From the documents that have been 
judged by the user the most significant terms (according 
to a measure that considers the distribution of a term 
within relevant and non-relevant documents) are added 
to the query formulation[17]. 

• Interactive selection: By means of one of the methods 
mentioned before a list of candidate terms is computed 



and presented to the user who makes the final decision 
which terms are to be included in the query[6]. 

Due to nowadays results available so fare indicate that clear im-
provements are reported in [17] and [10] for the feedback terms 
method. 

Many terms used in human communication are ambiguous or have 
several meanings [14]. But in most cases these ambiguities are 
resolved without any problem, or even without noticing the ambi-
guity. The way this is done by humans is still an open problem of 
psychological research, but it is almost certain, that the context in 
which a term occurs plays a central role. 

The expansion of single terms of a query ignores the context in 
which a term is used. There is no way that influences coming from 
several terms of the query can accumulate in a term or that nega-
tive associations coming from a query term can lower the prob-
ability of another term to be selected for expansion. A very simple 
way to allow such influences is a linear model, that results in a 
superposition of the influences coming from all query terms. 

3. USING CONCEPTS 
A related aspect is the size of the query which should be ex-
panded. If the query consists of only a few terms, then this super-
position of influences is rather limited. Users of text retrieval 
systems including searchers on the Web consistently generate 
brief and often broad two or three term queries and have proven to 
be very reluctant to explore current tools to expand initial queries 
[12]. 

In our approach, we cut the complete query into several phrases 
(q1, …, qn), where each phrase consists of one or more words. 
Now, the system identifies each phrase qi with a concept &(qi) and 
the original query Q is expanded with the phrases of each appro-
priate concept (see Figure 1). 

 

 

Figure 1. Expansion of the user query with concepts 

 

The vital advantage of using concepts and not learning the com-
plete query is that other users can profit from the learned concepts 
even if their query is not completely the same. A statistical evalua-
tion of log files made by our group has shown that the probability 
that a searcher uses exactly the same query than a previous 
searcher is much lower then the probability that parts of the query 
(phrases or terms) occurs in other queries.  

So, even if a web searcher never used the given search phrase, the 
probability that other searcher had used it is very high and then he 
can profit from a stored concept. 

4. SEARCHING WITH CONCEPTS 
At the first phase of the searching process, the user gives the sys-
tem an initial query and the phrases are identified.  

If for each phrase a concept is found, then each of them are ex-
panded with the phrases of the appropriate concept and the user 
given query is reformulated as described before. 

But if for one phrase no concept could be found, then it is the 
decision of the user, if the phrase should not be expanded or if he 
will use the system. In the latter case, he gets the hit list of the 
search machine which is appropriate to his original query (see 
Figure 2). 

 

 

Figure 2. Graphical user front-end for giving feedback 

 

The system uses the feed-back to learn the concepts and does not 
need the complete document corpus. For doing this, the searcher 
is able to vote the documents in the hit list with “thumb up”, 
“thumb down” or “questionable” to indicate a good or a bad 
document. The third state (“questionable”) is to say that this 
document is not relevant and should not be used be the system for 
learning the concept. The URLs are clickable for viewing the 
actual documents so that the user can make the judgements more 
accurately. Doing this, the selected document is shown in a sepa-
rate window with extra voting buttons (“good”, “bad”, “question-
able”). The voting is directly transmit to the user front-end and the 
appropriate document gets the voting sign. 

After voting all desired documents, the searcher clicks the button 
“verbesserte Anfrage generieren” (“generate a better query”) and 
the system loads all voted documents directly from the original 
URL. It uses not only the abstract or a document index but the 
complete documents to learn the new concepts for the non-found 
phrases. After storing these concepts in a concept database, the 
system is able to expand each phrase and the original query of the 
user is reformulated as described before.  

The new query is presented to the searcher to confirm the refor-
mulation. After that, the query is send to the search machine and 
the searcher will get a new hit list with relevant documents. 



5. CONCEPT DATABASE HIERARCHIES 
By default, the concepts are stored in a global concept database 
which is accessible by each web searcher and each searcher uses 
these concepts. But in some cases, it could be advantageous that 
an individual user or a group of users have their own concepts. 
For example, if all members of a company have his own termi-
nology for some things. Or if you think of languages each country 
has his own language and his own terminology. The user can se-
lect any desired (user, group, etc.) profile he want to use and if a 
concept is not found in the selected profile then the system 
searches for this concept in the profiles which are located higher 
in the hierarchy up to the global concept database (see Figure 3). 

 

 

Figure 3. Hierarchy of concept databases 

 

If the individual user does not agree with a given concept, he can 
learn his own one with the judged documents.  

6. LEARNING CONCEPTS 
As described above, each phrase of the original query is expanded 
with the appropriate concept and if no concept could be found, the 
user is ask to give some feed-back on relevant and non-relevant 
documents. With the help of  these voted documents the new con-
cept is created. This is done by adding the most informative words 
as features and the newly learned concept is stored in the concept 
database which the user has choosen. 

The more interesting part is to improve concepts which are al-
ready stored in the concept database. In the case the user does not 
agree with a given concept, he can decide, if he wants to throw it 
away and the concept is created by the voted documents or the 
system can use the given concept as a starting point for a revision 
task.  

But for a revision task, the system needs to determine to what 
degree it should believe in the user’s estimates and to what extent 
they should be updated when voted documents are encountered. 
This decision is related to the amount of available documents. 
When the user just has voted a few documents, the system rely 
more on the given concept than on estimates formed by looking at 
only the available voted documents. As more voted documents 
become available, the system gradually increase the belief in 
probability estimates from the voted documents and gradually 
decrease the weight of the given concept. 

A theoretically sound way of doing this is to express the uncer-
tainty in a probability estimate with a conjugate probability distri-
bution. While observing more voted documents, this probability 
distribution can be updated to reflect both the changed expected 
value of the probability, and the increased confidence in the accu-
racy of the probability estimate. 

Conjugate priors are a technique from Bayesian statistics to up-
date probabilities from data [7]. In our system, the equivalent 
sample size approach is used and by default the weight of the 
prior probability estimate is equivalent to 50 samples. For exam-
ple, if the concept is based on 50 voted relevant pages and 40 of 
them contain the word within the concept, then the probability 
estimate is 0.8. After voting 25 additional relevant pages and 10 
of them contain the word, then the value would be 50/75. 

7. CONCLUSION AND PROSPECTS 
We have described an approach for bridging the gab of different 
terminology within the user query and the searched documents. 
Each term of the query corresponds to a concept which is learned 
from the documents given by the feedback of the actual or of 
other users. The vital advantage in our approach is that each user 
can profit from the concepts learned by other users. 

On our experiments we get promising results in regard of docu-
ment precision and in regard of document recall (reducing the 
huge hit list, e.g. 11057 hits reduced to 275).  

The next step will be to make some experiments using concepts 
within the hierarchy of a larger group of users and evaluating the 
effects on the recall and precision.  

Another interesting aspect would be to make some research on 
information shifting when learning a concept. The more often a 
concept is revisited the more stable it will be. But a problem arises 
when the user shifts his interests. Then he must throw away his 
learned concept and must learn it from scratch. In this situation it 
would be useful to ‘search’ for similar concepts within the hierar-
chy of concept databases and present it to the user to support him.  

One important area for future work is to carry out the same type of 
analysis on a larger scale. The first way is to enlarge the data set. 
We are planning to use the WT10g collection (TREC) to validate 
our experiments made so far. And the second way is to enlarge the 
set of users. This enables a better determination of the extent to 
which experts agree and provides a better target for evaluating 
algorithms; the most plausible way to get more experts is to do a 
distributed, web-based experiments. The home page of our system 
is coming soon…  
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