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Abstract In this paper we: introduce EMADS, the Extendible Multi-Agent Data
mining System, to support the dynamic creation of communities of data mining
agents; explore the capabilities of such agents and demonstrate (by experiment) their
application to data mining on distributed data. Although, EMADS is not restricted to
one data mining task, the study described here, for the sake of brevity, concentrates
on agent based Association Rule Mining (ARM), in particularwhat we refer to as
frequent set meta mining (or Meta ARM). A full description ofour proposed Meta
ARM model is presented where we describe the concept of Meta ARM and go on
to describe and analyse a number of potential solutions in the context of EMADS.
Experimental results are considered in terms of: the numberof data sources, the
number of records in the data sets and the number of attributes represented.

Keywords: Multi-Agent Data Mining (MADM), Frequent Itemsets, Meta ARM,
Association Rule Mining.

1 Introduction

In this paper an extendible multi-agent data mining framework that can enable and
accelerate the deployment of practical solutions to data mining problems is intro-
duced. The vision is a collection of data, data mining and user agents operating
under decentralised control. Practitioners wishing to participate in the framework
may add additional agents using a registration strategy. Weenvision a collection of
scattered data over the network, accessed by a group of agents that allow a user to
pose data mining queries to those data sources with no requirement to know the
location of the supporting data, nor how the agents are materialised through an inte-
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gration and ranking process. We also envision that the inclusion of a new data source
or data mining techniques should be a simple process of adding new agents to the
system. To investigate the potential of this approach we have built EMADS (Ex-
tendible Multi-Agent Data mining System). The use of EMADS offers a number of
advantages, includes: decentralised control, distribution of computational resources,
interoperability, distribution of expertise, task and data matching, Result evaluation,
simple extendibility and security.

To illustrate some of the features of EMADS a Meta ARM (Association Rule
Mining) scenario is considered in this paper. We define the term Meta Mining as
the process of combining the individually obtained resultsof N applications of a
data mining activity. The motivation behind the scenario isthat data relevant to a
particular ARM application is often owned and maintained bydifferent, geographi-
cally dispersed, organizations. Information gathering and knowledge discovery from
such distributed data sources typically entails a significant computational overheads;
computational efficiency and scalability are both well established critical issue in
data mining [1]. One approach to addressing problems such asthe meta ARM prob-
lem is to adopt a distributed approach. However this requires expensive computation
and communication costs. In distributed data mining, thereis a fundamental trade-
off between accuracy and cost of computation. If we wish to improve the compu-
tation and communication costs, we can process all the data locally obtaining local
results, and combine these results centrally to obtain the final result. If our interest
is in the accuracy of the result, we can ship all the data to a single node (and apply
an appropriate algorithm to produce this desired result). In general the latter is more
expensive while the former is less accurate. The distributed approach also entails
a critical security problem in that it reveals private information; privacy preserving
issues [2] are of major concerns in inter enterprise data mining when dealing with
private databases located at different sites.

An alternative approach to distributed data mining is high level learning which
adopts strategies to allow all data to be locally analyzed, local results (models) are
then combined at a central site to obtain the final result (global model). This ap-
proach is less expensive but may produce ambiguous and in- correct global results.
To make up for such a weakness, many researchers have attempted to identify fur-
ther alternatives to combining local models built at different sites. Most of these
approaches are agent-based high level learning strategiessuch as: meta-learning
[4], mixture of experts [5] and knowledge probing [6]. Bagging [7] increases the ac-
curacy of the model by generating multiple models from different data sets chosen
uniformly with replacement and then averaging the outputs of the models. However,
these approaches still only have the ability to estimate a global data model through
the aggregation of the local results, rather than generating an exact correct global
model.

In EMADS a distributed computation framework is defined in terms of a Multi-
Agent System (MAS), i.e. a system composed of a community of agents, capable
of reaching goals that are difficult to achieve by an individual system[3]. In addi-
tion, a MAS can display self-organizational and complex behaviours, even when
the capabilities of individual agents are relatively simple. The fundamental distinc-
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tion between a distributed architecture and a MAS architecture is one of control.
In a distributed system control is centralized; in a MAS control is decentralized
in that agents are self motivating, and problem solving is achieved through inter-
communication between agents.

The rest of this paper is organised as follows. Section 2 provides the motivation
behind the material presented and discusses some related work. For completeness a
brief note on Meta ARM Algorithms is then presented in Section 3. In section 4 our
Meta ARM model architecture and functionality are described. Section 5 discusses
the experimental results. Finally, Section 6 concludes thepaper.

2 Related Work

There are a number of reports in the literature of the application of Agent tech-
niques to data mining. Kargupta, Stafford, and Hamzaoglu [11] describe a parallel
data mining system (PADMA) that uses software agents for local data accessing and
analysis, and a Web based interface for interactive data visualization. PADMA has
been used in medical applications. The meta-learning strategy offers a way to mine
classifiers from homogeneously distributed data. Perhaps the most mature systems
of agent-based meta-learning systems are: JAM [4], BODHI [12], and Papyrus [13].
In contrast to JAM and BODHI, Papyrus can not only move modelsfrom site to site,
but can also move data when that strategy is desired. Papyrusis a specialized sys-
tem which is designed for clustering while JAM and BODHI are designed for data
classification. Basically, these systems try to combine local knowledge to optimize
a global objective.

The major criticism of such systems is that it is not always possible to obtain an
exact final result, i.e. the global knowledge model obtainedmay be different from
the one that might have been obtained by applying the one model approach to the
same data.

3 Note on Meta ARM Algorithms

Association Rule Mining (ARM) is concerned with the identification of patterns
(expressed as ”if ... then ...” rules) in data sets [8]. ARM typically begins with the
identification offrequent sets of data attributes that satisfy threshold requirements
of relative support in the data being examined. The most significant issue when
combining groups of previously identified frequent sets is that wherever an itemset
is frequent in a data sourceA but not in a data sourceB a check for any contribu-
tion from data sourceB is required (so as to obtain a global support count). The
challenge is thus to combine the results fromN different data sources in the most
computationally efficient manner. This in turn is influencedpredominantly by the
magnitude (in terms of data size) of returns to the source data that are required.
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To investigate and evaluate our ideas on EMADS a study of MetaARM is pre-
sented here. Five Meta ARM algorithms are considered, all founded on the well
known TFP ARM algorithm [9, 10] where results are stored in a T-tree. For the Meta
ARM these trees must then be merged in some way. The structureof the T-tree, and
the algorithms used in its construction, are described in [10]; the details of this are
not relevant to the present paper, and in principle any algorithm for generating fre-
quent sets could have been employed. As with all such algorithms, the merging of
locally frequent sets to produce global totals may require additional computation to
complete the counts of some sets. Each of the Meta ARM algorithms/agents makes
use ofreturn to data (RTD) lists, at least one per data set/agent, to hold lists ofitem-
sets whose support was not included in the current T-tree andfor which the count is
to be obtained by a return to the originating raw data agent. The processing of RTD
lists may occur during, and/or at the end of, the Meta ARM process depending on
the nature of the algorithm. The algorithms can be summarised as follows:

1. Brute Force: Merges the T-trees one by one starting with the largest tree generat-
ing (N) RTD lists, processes RTD lists and prunes the T-tree at end of the merge
process.

2. Apriori: Merges all T-trees level by level starting from the first level (K = 1) gen-
erating (K ∗N) RTD lists, processes RTD lists and prunes the T-tree at eachlevel.
The objective of the Apriori Meta ARM algorithm is to identify unsupported
itemsets earlier in the process.

3. Hybrid 1: Commences by generating the top level of the merged T-tree in the
Apriori manner described above (including processing of the RTD list); and then
adds the appropriate branches, according to which top levelnodes are supported,
using a Brute Force approach.

4. Hybrid 2: Commences by generating the top two levels of themerged T-tree,
instead of only the first level, as in the Hybrid 1 approach. Additional support
counts are obtained by processing the RTD lists. The remaining branches are
added to the supported level 2-nodes in the merged T-tree sofar (again) using the
Brute Force mechanism.

5. Bench Mark: It is a bench mark algorithm against which the identified Meta
ARM algorithms were to be compared.

Full details of the Meta ARM algorithms can be found in Albashiri et al. ([14]).
Note that the overview given here is in the context of MADM (Multi-Agent Data
Mining) whereas the original algorithms proposed by Albashiri et al. did not operate
in an agent context.

4 Meta ARM Model

In order to demonstrate the feasibility of our EMADS vision apeer to peer agent-
based framework has been designed and implemented, which uses a broker mediated-
based architectural model [15].
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Fig. 1 shows the Meta ARM model architecture of EMADS framework which
is built with the JADE Toolkit [16]. The system consists of one organization site
(mediator host) and several local sites (sites of individual hosts). Detailed data are
stored in the DBMS (Data Base Management System) of local sites. Each local site
has at least one agent that is a member of the organization. The connection between a
local agent and its local DBMS is not included. There are two special JADE agents at
the organization site (automatically started when the organization site is launched).
The AMS (Agent Management System) provides the Naming Service (i.e. ensures
that each agent in the platform has a unique name) and represents the authority in the
platform. The DF (Directory Facilitator) provides a YellowPages service by means
of which an agent can find other agents providing the servicesrequired in order to
achieve its goals. All Routine communication and registration are managed by these
JADE agents. Data mining tasks are managed through the P2P model by the other
agents.

Fig. 1. Meta ARM Model Architecture

In this framework, agents are responsible for accessing local data sources and
for collaborative data analysis. The architecture includes: (i) data mining agents, (ii)
data agents, (iii) task agents, (iv) user agents, and (v) mediators (JADE agents) for
agents coordination. The data and mining agents are responsible for data access-
ing and carrying through the data mining process; these agents work in parallel and
share information through the task agent. The task agent co-ordinates the data min-
ing operations, and presents results to the user agent. Datamining is carried out by
means of local data mining agents (for reasons of privacy preservation). In the con-
text of Meta ARM activity each local mining agent’s basic function is to generate
local item sets (local model) from local data and provide this to the task agent in
order to generate the complete global set of frequent itemsets (global model).
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4.1 Dynamic Behaviour of System for Meta ARM operations

The system Initially starts up with the two central JADE agents. When a data agent
wishes to make its data available for possible data mining tasks, it must publish its
name and description with the DF agent. In the context of MetaARM, each mining
agent could apply a different data mining algorithm to produce its local frequent
item sets T-tree. The T-trees from each local data mining agent are collected by
the task agent, and used as input to Meta ARM algorithms for generating global
frequent item sets (merged T-tree) making use of return to data (RTD) lists, at least
one per data set, to contain lists of itemsets whose support was not included in the
current T-tree and for which the count is to be obtained by a return to the raw data.

5 Experimentation and Analysis

To evaluate the five Meta ARM algorithms, in the context of EMADS vision, a
number of experiments were conducted. These are described and analysed in this
section. The experiments were designed to analyse the effect of the following:

1. The number of data sources(data agents) .
2. The size of the datasets (held at data agents) in terms of number of records.
3. The size of the datasets (held at data agents) in terms of number of attributes.

Experiments were run using two Intel Core 2 Duo E6400 CPU (2.13GHz) com-
puters with 3GB of main memory (DDR2 800MHz), Fedora Core 6, Kernel version
2.6.18 running under Linux except for the first experiment where two further com-
puters running under Windows XP were added. For each of the experiments we
measured: (i) processing time (seconds/mseconds), (ii) the size of the RTD lists
(Kbytes) and (iii) the number of RTD lists generated. The authors did not use the
IBM QUEST generator [17] because many different data sets (with the same input
parameters) were required and it was found that the quest generator always gener-
ated the same data given the same input parameters. Instead the authors used the
LUCS KDD data generator1. Note that the slight oscillations in the graphs result
simply from a vagary of the random nature of the test data generation.

(a) Processing Time

1 htt p : //www.csc.liv.ac.uk/ f rans/KDD/So f tware//LUCS−KDD−DataGen/
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(b) Total size of RTD lists (c) Number of RTD lists

Fig. 2. Effect of number of data sources

Figure 2 shows the effect of adding additional data sources.For this experiment
ten different artificial data sets were generated and distributed among four machines
usingT = 4 (average number of items per transactions),N = 20 (Number of at-
tributes),D = 100k (Number of transactions). The selection of a relatively lowvalue
for N ensured that there were some common frequent itemsets shared across the
T-trees. Experiments usingN = 100 and above tended to produce many frequent
1-itemsets, only a few isolated frequent 2-itemsets and no frequent sets with cardi-
nality greater than 2. For the experiments a support threshold of 1% was selected.
Graph 2(a) demonstrates that all of the proposed Meta ARM algorithms worked
better then the bench mark (start from “scratch”) approach.The graph also shows
that the Apriori Meta ARM algorithm, which invokes the “return to data procedure”
many more times than the other algorithms, at first takes longer; however as the
number of data sources increases the approach starts to produce some advantages as
T-tree branches that do include frequent sets are identifiedand eliminated early in
the process. The amount of data passed to and from sources, shown in graph 2(b),
correlates directly with the execution times in graph 2(a).Graph 2(c) shows the num-
ber of RTD lists generated in each case. The Brute Force algorithm produces one
(very large) RTD list per data source. The Bench Mark algorithm produces the most
RTD lists as it is constantly returning to the data sets, while the Apriori approach
produces the second most (although the content is significantly less).

(a) Processing Time
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(b) Total size of RTD lists (c) Number of RTD lists

Fig. 3. Effect of increasing number of records

Figure 3 demonstrates the effect of increasing the number ofrecords. The input
data for this experiment was generated by producing a sequence of ten pairs of data
sets (withT = 4,N = 20) representing two sources on two different machines. From
graph 3(a) it can be seen that the Brute Force and Hybrid 1 algorithms work best
because the size of the return to data lists are limited as no unnecessary candidate
sets are generated. This is illustrated in graph 3(b). Graph3(b) also shows that the
increase in processing time in all cases is due to the increase in the number of records
only; the size of the RTD lists remains constant throughout as does the number of
RTD lists generated (graph 3(c)).

Figure 4 shows the effect of increasing the global pool of potential attributes (re-
member that each data set will include some subset of this global set of attributes).
For this experiment another sequence of pairs of data sets (representing two sources)
was generated withT = 4, D = 100K andN ranging from 100 to 1000. As in the
case of experiment 2 the Brute Force and Hybrid 1 algorithms work best (for similar
reasons) as can be seen from graph 4(a). However in this case (compared to the pre-
vious experiment), the RTD list size did increase as the number of items increased
(graph 4(b)). For completeness graph 4(c) indicates the number of RTD lists sent
with respect to the different algorithms. The reasoning behind the Hybrid 2 algo-
rithm proved to be unfounded; all the 1-itemsets tended not to be all supported.

(a) Processing Time
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(b) Total size of RTD lists (c) Number of RTD lists

Fig. 4. Effect of increasing number of items (attributes)

All the Meta ARM algorithms outperformed the bench mark (start from scratch)
algorithm. The Hybrid 2 algorithm performed in an unsatisfactory manner largely
because of the size of the RTD lists sent. Of the remainder theApriori approach
coped best with a large number of data sources, while the Brute Force and Hybrid
1 approaches coped best with increases data sizes (in terms of column/rows) again
largely because of the relatively smaller RTD list sizes. Itshould also be noted that
the algorithms are all complete and correct, i.e. the end result produced by all the
algorithms is identical to that obtained from mining the union of all the raw data
sets using some established ARM algorithm. Of course our MADM scenario, which
assumes that data cannot be combined in this centralised manner, would not permit
this.

6 Conclusions and Future Work

Traditional centralized data mining techniques may not work well in many dis-
tributed environments where data centralization may be difficult because of limited
bandwidth, privacy issues and/or the demand on response time. Meta-learning data
mining strategies may offer a better solution than the central approaches but are not
as accurate in their results. This paper proposes EMADS, multi-agent data mining
framework with peer-to-peer architecture as an application domain to address the
above issues. The use of EMADS was illustrated using a meta ARM scenario. Four
meta ARM algorithms and a bench mark algorithm were considered. The described
experiments indicated, at least with respect to Meta ARM, that EMADS offers posi-
tive advantages in that all the Meta ARM algorithms were morecomputationally ef-
ficient than the bench mark algorithm. The results of the analysis also indicated that
the Apriori Meta ARM approach coped best with a large number of data sources,
while the Brute Force and Hybrid 1 approaches coped best withincreased data sizes
(in terms of column/rows). The authors are greatly encouraged by the results ob-
tained so far and are currently undertaking further analysis of EMADS with respect
to alternative data mining tasks.
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