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Abstract 

In this paper we describe how we generated written explanations to ‘indirect users’ of a 
knowledge-based system in the domain of drug prescription. We call ‘indirect users’ the intended 
recipients of explanations, to distinguish them from the prescriber (the ‘direct’ user) who interacts 
with the system. The Explanation Generator was designed after several studies about indirect 
users’ information needs and physicians’ explanatory attitudes in this domain. It integrates text 
planning techniques with ATN-based surface generation. A double modeling component enables 
adapting the information content, order and style to the indirect user to whom explanation is 
addressed. Several examples of computer-generated texts are provided, and they are contrasted 
with the physicians’ explanations to discuss advantages and limits of the approach adopted. 
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1. Introduction 

Explanation systems must now be able to do more than simply justify decisions. In 

many areas, new types of users are emerging who require very different types of 
explanations. In the medical domain, for examples, doctors, nurses and patients may all 

be recipients of medical explanations about a particular case, but the type of explanation 
required by the three classes of user is likely to be different. The recent interest for 
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increasing population compliance with health care resulted in a number of studies aimed 

at integrating knowledge-based systems with a patient-oriented explanation component 
[2,3,8]. In these projects, patients typically interact directly with the system to browse 
through the medical record. In some cases, they receive clarifications of terms that might 

be unclear to them [3]. In others, they can look at a patient education pamphlet that 

contains information about the disease and instructions for prescribed drugs [8]. In this 

latter case, general information is integrated with user-specific parameters employed in 

the decision process. Finally, the explanation text can be generated dynamically by 

exploiting a user model that shapes the message to the patient’s clinical history [2]. 

The methods employed to generate the text in the above examples are not the same: 
hypertext with canned texts was used by Jimison et al. [S], and planning or rule based 

text generation was used by Buchanan et al. [2] and Cawsey et al. [3]. In all cases, 
however, the patient interacts directly with the system to search the information needed. 

This approach limits, in our view, the likely diffusion of such systems; in several cases, 
people do not have the possibility nor the background to use a computer, and would 

prefer to receive a written explanation which can be taken away with them. 

In addition, several types of user other than the patients might like to have access to 
the explanation facility. Typically, in hospitals various health professionals cooperate to 
ensure the compliance with treatment; the hospital team who cares for the patient and. 

once the patient has left the hospital, the general practitioner. Traditionally, some of 
these people receive verbal explanations about what has to be done: this happens, for 
instance, to nurses. A discharge letter plays a similar role for the general practitioner. 

The content of explanations addressed to these users (patient, nurse, general practitioner) 
is not the same, although the decision process behind them is the same. These 
explanations vary as a function of a number of factors; the role of their intended 

recipients in the health care cycle, their competence, their relationship with the physician 
who was responsible for the initial decision, and so on. 

In this paper, we describe how we have studied the problem of generating written 

explanations to ‘indirect users’ of a knowledge-based system in the domain of drug 
prescription (OPADE) *. We call ‘indirect users’ those people (patients, nurses or 
general practioners) who are the intended recipients of the explanation, although they do 
not directly interact with the system themselves. We use this term to distinguish these 

users from the prescriber (the ‘direct user’) who interacts with the system in order to be 
guided in the decision process, and who and is also responsible for delivering the 
explanations to the indirect users. The role of the Explanation Module is then to suppofl 

the prescriber’s explanation function by generating a text that he or she will possibly 

modify before giving it to the indirect user. 

SPADE Project was partially funded by the Advanced lnformatics in Medicine initiative of the EEC, 

under Contract A2027. It was a three-year Project which started in January 1992. The Consortium was 

composed by the following partners: BIM (B), Bari University (I), City University of London and Reading 

University (UK), ECLIMED and SETEC Informatique (F) and SWEDIS Dev Center (S). It was a cooperative 

venture; we are therefore indebted to our colleagues for fruitful discussions. In particular. Bertrand Sent? and 

Alain Venot cooperated to specify the explanation component of the system 
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2. Which explanations about the drug prescription 

In the context of OPADE, we were given the responsibility of designing, implement- 
ing and evaluating the module for generating explanations to indirect users. We had 

previously carried out experimental studies to assess information needs of the intended 

users of these explanations. These questionnaire studies were conducted by the Depart- 

ment of Psychology, University of Reading. The first of them involved 243 people [ 11, 

the second one 73 nurses. To examine how doctors would explain the prescription to 
indirect users, we carried out a further study where hospital doctors were asked to make 

a prescription based on a clinical ‘scenario’. They were then asked to produce 

explanations addressed to a patient, a nurse and a colleague. Five doctors participated to 

the study. and each of them was required to examine two scenarios. The four scenarios 

employed corresponded to two cases of angina, one case of hypertyroidism and one case 
of tuberculosis (see Appendix). Therefore, we could examine 30 explanation texts 

overall. Analysis of results of the three studies, and their comparison with results of 
similar studies at international level, enabled us to design the adaptive explanation 

component of OPADE. 

2.1. Physician’s explanations 

Let us synthetize the results of analysis of the explanation texts provided by doctors, 
in terms of their pattern of communicative goals and of the related information content. 

2.1.1. Purpose 

The purpose of explanation is to ensure that the prescription is followed, and is 
followed correctly. To this aim, the Hearer is informed about the prescription, persuaded 
that the prescription is correct and instructed on how to perform it. The relevance of 
these communicative goals is different for the different persons to whom the text is 

addressed. Persuading the Hearer is less important if he or she is ‘benevolent’ towards 
the doctor, that is, if the Hearer is inclined to accept the doctor decisions without 

discussing them. Instruction is less important to someone who is competent on drug 
administration, and so on. Each of these goals can be further refined in terms of new 
subgoals. For instance, persuading the Hearer about the prescription requires, first of all, 
highlighting its positive aspects: for example, efficacy against the disease. Subsequently, 
the possible negative aspects (such as side effects and contraindications), have to be 
illustrated with a reassuring attitude, for instance by saying that they are not frequent, 
not serious or do not apply to the patient’s specific case. The ‘intentional structure’ of 
the explanation text can therefore be represented in a tree structure whose nodes are 
communicative goals and whose leaves are primitive actions of the communication 
process (to inform, to recommend, and so on). 

2.1.2. Information content 

The frequency distribution of information items in the explanation texts examined is 
shown in Fig. 1. The overall structure of the text does not vary much in the examined 
cases: the text starts by describing the rationale for the prescription (patient characteris- 
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L 
Fig. 1. (a) Frequency distribution of items concerning patient health status in doctors explanations addressed to 

colleagues, nurses and patients, classified according to designated level of importance in the user model (low, 

medium, high). (b) frequency distribution of items concemin, 0 the prescription in doctors explanations 

addressed to colleagues, nurses and patients, classified according to designated level of importance in the usu 

model (low, medium, high). 
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tics and health status) and proceeds with a description of the treatment, in general and 
with details: several aspects of the prescribed drug are illustrated, with administration 
details. Precautions in taking or administering it follow (side effects and contraindica- 
tions) and finally some statement is made about the future treatment planning. The order 

of presentation of these information items may vary, from text to text. In addition, the 
frequency with which each item is mentioned is different for explanations addressed to 

nurses, to patients and to doctor colleagues. More details about the disease, aim of the 

drug, drug administration and side effects are given to the patient. Some more details 

about patient’s life style, therapy aim, contraindications and especially monitoring are 

given to the nurse. More details about the patient status and the rationale for the 

therapeutic decision (diagnosis, severity, other troubles, etc.> and less explanations about 
the therapy, except its future developments, are given to the colleague. 

2.2. Indirect users’ information needs 

Many studies have shown that patients are not satisfied with simply obtaining a list of 

drugs they are prescribed. Almost all of them would like to know the reasons for the 
drugs they are using, as well as the risks involved; the vast majority of them prefer 

receiving written information. Several studies have shown that the satisfaction of this 
need affects both patients’ knowledge and compliance 1151. Recently, Diana Forsythe [5] 
combined observations and interviews to examine the information needs of migraine 

patients. She observed that patients rarely spontaneously demand explanations from their 
doctors, and that physicians do not necessarily give long and coherent explanations: 
patients have, therefore, information needs of their own that sometimes go unsatisfied. 
The main result of her studies is that patients need, at the same time, a formal, general 

knowledge of the sort found in text books (anatomy, physiology and pharmacology of 
the disease) and a more informal, specific knowledge about prognosis, etiology, severity 
of the disease. This specific knowledge may vary according to the context and to the 
person. Therefore, explanations generated need to be adapted to patient characteristics 
such as gender, age, educational level, ethnic background and even emotional concerns. 
Forsythe claims that wording and style of explanations should be tailored, as well, to the 
user situation, and that, in particular, enlistment of the patient by the physician is 

promoted by the use of what she calls ‘inclusive language’, that is language that 
explicitly recognizes patients’ competence and thus treats them with respect. Another 
finding of this research which influenced our work is the observation that what patients 
want to know is not the same as what providers believe they need to know: conse- 

quently, Forsythe’s suggestion is that both perspectives should be incorporated into the 
design of the explanation system and should contribute to generate the text. 

Less knowledge seems to exist about the kind of information that other health 
professionals, such as nurses and general practitioners, might be interested in receiving. 
It is frequently argued that mistakes in drug prescriptions which occur in hospitals and 
lack of coordination in the health care efforts might be due, at least in part, to an 
inadequate information exchange within the health care team. Several studies have 
concluded, in particular, that new means are necessary to relate unbiased, authoritative 
information pertaining to drugs or drug therapy to prescribing physicians [ 191. However, 
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few proposals have been made about how information systems might address this 
problem. Nurses should undoubtedly be enabled to access directly relevant sections of 
the Hospital information system: but, in addition to this, receiving specific written 

explanation material about the drug prescription would probably contribute to the goal. 

For a detailed description of the results of our studies examining the needs of indirect 
users, one should refer to the two cited papers [1,4,15]. In this paper, we will just 

contrast these results with the results of the study about doctors’ explanations, to find 

out similarities and differences between the two points of view. 

2.3. Conflicts between physicians and indirect users’ perspectives 

By comparing results of analysis of physicians explanations with results of the two 

questionnaire studies about nurses and patients information needs, we were able to 

discover a number of differences which confirm the results of Forsythe’s study about 
migraine patients, and also extend them to the case of nurses. Unfortunately, we could 

not do the same comparison for general practitioners, because no study was made about 

their information needs. 

2.3.1. Conflicts with patients information needs 

The major difference between physician explanations and patient needs is in the 

importance attached to items and in the level of detail required for each of them. Patients 
want to know first ‘what is the diagnosis’, in ordinary terms, ‘what causes it’ and, in 

some cases, ‘how certain is the doctor about the diagnosis’ and if there is an alternative, 
more serious hypothesis (for example: leukaemia, stomach cancer, etc.) which can be 
excluded. As for drug description, they want to know ‘what is the drug’ and ‘what it 
does’ (whether it cures or only relieves the pain), which is its efficacy and the expected 
delay for effect, and, in some cases, if it involves a risk of fatality. Precautions about the 
drug are the most frequently required items: (i) side effects, in general and specifically 
for drowsiness; (ii) lifestyle changes, especially alcohol, driving, food to be avoided, 
work on machinery, breast feeding; (iii) interactions between prescribed and common 
drugs such as contraceptives or Aspirin. It should be noted that interactions between 
drugs and lifestyle changes were not mentioned in doctors texts and that many doctors 
tended to skip over side effects and contraindications in order to avoid frightening the 
patient. The few questions about drug administration deal with treatment duration and 

how and when to take the drug, in combination or separately, and their relation with 
meals (something which is mentioned neither in the prescription nor in the doctor’s 
explanation). More frequent are ‘what if’ questions about monitoring and control and 

about future treatment, such as: ‘what to do if the symptoms change or do not change’, 
‘when to go back to me doctor’, ‘ what will happen if I do not take the drug’, ‘what to 

do if I forget to take one or if I take too much’. Finally, questions that explore the 

possibility of avoiding the therapy or adopting alternatives, such as: ‘what can I do to 

prevent the pain from coming back’, ‘is there any alternative, drug or not drug, to this 

therapy’, prove that not all patients accept the suggested prescription as something 

unquestionable. 
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2.3.2. Conjlicts with nurses’ information needs 
Nurses do not ask explicitly to be informed about the patient health status, but want 

to know what is the rationale for the prescription: ‘why that drug, ‘what it is for’. In 
addition to general questions such as ‘what it is’, they make very specific ones about the 
drug: ‘research done and results’; ‘extent of use, in general and by that prescriber’; 
‘level of success, also in relation to cost’; ‘how it is metabolised’; ‘is there an antidote’; 
‘is it going to mask any other symptoms’. The same consideration holds for drug 
administration: dosage range (min,max), frequency, duration. Information needs about 
precautions have the same importance as for patients but are, again, more specific: side 
effects and contraindications, in general and with specific mention to some diseases such 
as diabetes, heart failure, allergy status. Information on interactions is required too. The 
future treatment planning is focused on observation of possible side effects and adverse 
reactions rather that on changes to the therapy depending on the patient status. Some 
interest is shown for administrative or legal issues such as ‘am I allowed to give this 
drug under hospital policy’ or ‘is it stocked by the pharmacy’. A final consideration: 
nurses do not seem to limit their information to what the doctor tells them: many of 
them say that they would possibly consult an information source like BNF or the 
hospital pharmacist, to elicit more details about the drug. 

2.4. Text structure 

According to the ‘rhetorical structure theory’ i6.91, the coherence of a text is 
improved by making overt the relationships between its elements through the use of 
‘linguistic markers’. These markers specify how two or more sentences contribute two 
reach a desired purpose, thus fostering the inference process that the Hearer has to make 
to understand the text. For example, in the physicians’ texts, the patient health status 
corresponds to the problem to be solved, and the prescription is the solution. The two 
text spans are linked by a rhetorical relation (RR) of ‘Solutionhood’, whose nucleus (the 
problem) is the diagnosis and whose satellite (the solution) is the therapy. Various 
aspects of the diagnosis (such as etiology, severity, prognosis) are linked to the 
diagnosis name by a RR of ‘Elaboration Object Attribute’. The disease class is linked to 
the disease name to a RR of ‘Elaboration Set Member’,... and so on. The linguistic 
markers used to manifest the rhetorical relation between two text spans vary according 
to the relation itself, to what the Speaker presumes the Hearer should know and to the 
Speaker-Hearer relationship. For example, the relation of Solutionhood between 
Description of Patient Status and Description of Therapy is usually manifested, in the 
doctor’s text, by linking nucleus and satellite sentences by markers such as ‘in order to 
solve this problem’, or something like this. A relation of Elaboration Set Member is 
expressed by a ‘is a’ marker, and so on. 

2.5. Hints to the text generation 

We could draw a number of conclusions from results of experimental studies made in 
OPADE: 
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The overall structure of the explanation discourse can be represented as a tree whose 
nodes are communicative goal/subgoals and whose leaves are primitive communica- 
tive actions; 

this tree can be pruned out in specific situations, that is when making explanations to 

specific types of Hearer. This means that some communicative goals will be omitted 
in those cases, and that some items will, correspondingly, be omitted from the text; 

criteria to decide how to prune the tree are different if one takes the point of view of 

the Speaker or of the Hearer. As we have seen in the previous paragraph, direct and 
indirect users do not attach the same importance to each goal or information item. 

These criteria are also a function of the overall amount of information that can be put 
in the text, and of individual characteristics such as the Speaker ‘verbosity’. For 

example, if the prescription includes several drugs, less details will be given, to follow 

a criterion of parsimony in the text length. 

primitive communicative actions are expressed through surface sentences, clauses or 
phrases which are a function of the Hearer to whom they are addressed. For example, 

‘Inform about the patient disease’ becomes: ‘You have been diagnosed as suffering 

from’ to the patient, or ‘This patient has developed (or has got)..’ to a nurse; 
to insure coherence of the text, and therefore its understanding, sentences have to be 

linked by linguistic markers depending on the rhetorical relations between them. 

3. Data and knowledge sources 

Most researchers agree that an explanation module should not construct its own ad 
hoc database but should synthetize the text directly from the same knowledge sources 

used for problem solving. Moore and Paris give very sound justifications for this 
requirement [13]: the explanation will be coherent with the decision suggested, will 
evolve automatically when the knowledge base is updated, will not produce redundant 

information,... and so on. However, limitations in data and knowledge sources available 
can produce problems in generated texts. In the case of OPADE, data and knowledge 

sources are typical of medical information systems. They can be classified into two main 

categories: 
- General (patient-independent) data: 

. a Thesaurus of terms employed in interacting with the system; 

. a Database of drugs available in the European Community; 
* Patient-specific information: 

+ the Patient Record; 
. the suggested Prescription, with some tracing of the critiques made by the system 

and whether they have been agreed by the prescribing doctor. 
OPADE supports the drug prescription process and not the diagnosis. Therefore, a list 

of the patient’s main problems (diagnosis, symptoms, risk factors and so on) can be 
found in the Patient Record: but, the reasoning process through which these problems 
motivated the choice of a specific drug is not available. Linkage to this large and well 
organized set of data and knowledge bases is the strength of the Project and enabled us 
to overtake the level of a purely demonstrative system. However, it restricted consider- 
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Fig. 2. Architecture of the Explanation Generator 

ably the information content of our texts: if some item was not available in OPADE’s 
knowledge sources, we were not able to include it in our explanations. To solve this 
problem, we allow the prescriber (direct user) to modify and integrate the computer 
generated text by presenting it within a text editor. 

4. Text generation 

We extended ideas of previous text generation systems [IO-131 to design a system 
which supports the physician’s explanation activity by considering, at the same time, 
both the physician’s and the indirect user’s points of view about the explanation purpose 
and style. The architecture of this system is described in Fig. 2. It is made up of four 
main components, that we will describe in detail. 
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4.1. The user models 

Two user models describe the characteristics of the Speaker S and of the Hearer H of 
explanation (Direct and Indirect users, respectively). The two models hold information 
needed for planning, conflict resolution and surface generation: 
1. About the Speaker: 

* propensity to talk about subjects, coded in three levels (high, medium or low); 
* preferences about message styles: ‘Verbose’ vs. ‘Terse’, ‘Formal’ vs. ‘Informal’. 

2. About the Hearer: 
- cognitive status, that is knowledge of subjects that might be included in the text; 
- information interests, that is level of Hearer’s interest to be informed about each 

subject, again coded as ‘high’ or ‘medium’ or ‘low’. 
Default values of these data are settled in the stereotype-based models [17] according 

to the result of experimental studies mentioned in Section 2. However, in any phase of 
interaction the prescriber can inspect his or her model to modify default values. The 
‘System Administrator’s can do the same for indirect users at the installation phase. Fig. 
3a and b show two examples of snapshots of the User Model updating procedure. In the 
first one, the Direct User looks at the model and discovers that his or her level of 
propensity to talk to a nurse about the patient’s environment conditions is low; the DU 
can change this level to ‘medium’ or ‘high’ by just clicking on the corresponding 
button. The DU can also change the ‘Spoken mode’ from ‘Formal’ to ‘Informal’ and 
from ‘Verbose’ to ‘Terse’. In Fig. 3b, the system administrator can make a similar 
change to the level of interest to be informed about overdosage effects, by the indirect 
user (i.e., a patient) modeled in this example. 

4.2. The text planner 

The planner establishes the structure of the text, given a specific Speaker, a specific 
Hearer and a case to explain. It states information items to be included in the text, their 
order of presentation and the rhetorical relations among text spans. Text generation 
criteria are described in a library of plan operators which establish how a communica- 
tive goal or subgoal can be reached when specific application conditions hold and which 
effects the operator enables to obtain on the cognitive status of the Hearer. A plan 
operator is a tuple: (Header, Constraints, IntentionalConstraints, Preconditions, Effects, 
Decomposition, RhetoricalRelation). The meaning of these slots is the same as in other 
text planners (see, e.g., Refs. [10,14]). We separate conditions on the domain knowledge 
base (in the Constraints) from conditions on the Hearer Model (in Intentional Con- 
straints) to allow faster search in the knowledge base. Subgoals in the Decomposition 
are marked as ‘Nucleus’ (N) or ‘Satellite’ (S) of the Rhetorical Relation mentioned in 
the relevant slot. Some of these subgoals can be optional. The Header and the Rhetorical 
Relation slots enable discourse segment purposes and intersegment relations to be 
represented at the same time. Different relations can be attached to the same commu- 
nicative goal in different contexts, by defining different plan operators having the same 
Header and different RhetoricalRelation slot values. The action performed by the 
operator consists of a decomposition of the goal into two or more subgoals, or in one or 
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Fig. 3. (a) Direct User Model updating window. (b) Indirect User Model updating window. 
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Header Explain S H (Therapy! patient?) 

Constraints (Patient! patient?) 

Intentional Constraints: NOT (KNOW-ABOUT? H (Therapy! patient?)) 

Preconditions 

Effects KNOW-ABOUT? H (Therapy! patient?) 

Decomposition Dextibe S H (HealthStatus! patient?) 

Expose. S H (TreatmentPlan! patient?) 

Rhetorical Relation s01uti0nhoocl 

s opt 

N 

Fig. 4. A plan operator. 

more ‘surface speech acts’, such as inform, requesr, etc. An example of plan operator is 
shown in Fig. 4. Planning of a text is made by backward chaining of plan operators 
through a matching of Header -Decomposition or Precondition-Effect slot values. 

4.3. The co@ct resolutor 

A metalevel mediator finds a compromise between the prescriber and the explanation 
receiver views when they are discrepant. For example: the prescriber has a low 
propensity to talk about side effects of a drug, especially if they are serious, and the 
patient has a high interest to be informed about them. Compromise-finding criteria are 
represented in the form of a set of meturules which are evoked during the hierarchical 
planning process [ 181 to decide, at each level of abstraction, whether an ‘optional’ 
subgoal has to be expanded. At the first abstraction level, only obligatory subgoals are 
expanded; at the following abstraction levels, optional subgoals are expanded according 
to a logical combination of conditions on the following features: 
l level of propensiry to talk about the subject by the Direct User 
. level of interest to be informed about the subject by the Indirect User 
. degree of complexity of the resulting plan (in the hypothesis of expanding the 

subgoal) 
. personality of the Speaker: for instance, his or her ‘verbosity’. 

The complexity of a candidate plan is measured by a score which is a function of the 
percentage of the ‘expandable’ leaves which are expanded in the plan. Expandable 
leaves are non-obligatory ‘successors’ of optional nodes. In a low-complexity plan 
(score = l), a fraction ranging from zero to one third of all optional leaves is expanded. 
In a high-complexity plan (score = 3), a fraction from two thirds to all optional leaves is 
expanded. 

Me&rules can give different weights to each of these parameters. By defining 
different metarule sets, one can therefore simulate different behaviours for the System. 
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Rl (IF ((EQUAL (LevelofAbstmctionl plantree) 5)) THEN (STOP! system)) 

RZ OF( (CXEATEREQUAL (LevelofAbstmctioa! plantme) 2) 
(WANT-TO-SAY? spalrer subjectl? (Type! hearer) high) ) THEN (EXPAND? system subjectl?)) 

R3 (IF( (GREATEREQUAL (LevelofAbstraction! plantme) 3) 
(LESSEQUAL (LevelofCcmplexity! plantme) 2) 
(WANT-TO-SAY? speaker subje&? (Type! hearer) medium)) THEN (EXPAND’? system subjcct2?)) 

R4 (IF ( (EQUAL (LevelofAbatmction! plantree) 4) 
(EQUAL (LevelofComplexity! plantree) 1) 

(WAm_TO_SAY? speaker subjecQ? (Type! hearer) low) 
(Verbw? speaker TRUE ) ) THEN (EXPAND? system subj&?)) 

The System as Scrivener 

Rl (IF ((EQUAL (LevelofAbstmction! plantree) 5)) THEN (STOP? system)) 

R2 (IF( (GREATEREQUAL (LevelofAbshaction! plantree) 2) 
(WANT_TO_KNOW’J hearer subjectl? high) ) THEN (EXPAND? system subjcctl?)) 

R3 ‘JF( (GREATEREQUAL (LevelofAbstmction! plantme) 3) 
(LESSEQUAL (LevelofComplexity! plantree) 2) 
(WAm_TO_KNOW? hearer subjecQ? medium) ) THEN (EXPAND? system subpCt2?)) 

OF( 
(EQUAL (LevelofAbstmction! planh-ee) 4) 
(EQUAL (LevelofComplexity! plantme) 1) 

@‘ANT_TO_KNOW? hearer subj&? low) 

(Curious? hearerTRUE?) ) THEN (EXPAND? sys@m sub&U?)) 

I 
The System as Advocate 

Rl (IF ((EQUAL (LevelofAbsbactioa! plantme) 5)) THEN (STOP? system)) 

1 R2 (IF 

R3 (IF 

R4 (lF 

(GREATEREQUAL (L.evelofAbstraction! plantree) 2) 
(WANT-TO-SAY? speaker subjectl? (Type! hearer) high) 
(WANT_TO_KNOW? hearer subjectl? high) ) THE% (EXPAND? system subjectl?)) 

(GREATEREQUAL (LevelofAbstmctionl plantree) 3) 

(LESSEQUAL (LevelofComplexity! plank-e) 2) 
(WANT-TO-SAY? speaker subje&? vype! hearer) high) ) THEN (EXPAND? system suhjc&?)) 

(GREATEREQUAL (LevelofAbstmction! plantree) 3) 

(LESSFQUAL (LcvelofComplexity! plantme) 2) 
(WANT_TO_KNOW? hearer subjed? high) ) THEN (EXF’ANLI? system subjecQ?)) 

RS 0F( (GREATEREQUAL (LevelofAbstmction! plantme) 4) 
(EQUAL (LevelofComplexity! plantme) 1) 

(WAm_TO_KNOW? hearer subject5? medium) ) THEN (EXPAND? system subjecb?)) 

R6 SF ( (GREATEREQUAL (LevelofAbstmction! plantma) 4) 
(EQUAL (LevelofComplexity! plantree) 1) 
(WklT_?O_SAY? spiker &b&S? (Ty+! hearer) medium)) THEN (EXPAND? system subjectg?)) 

The System as Judge 

Fig. 5. Three metarule sets. 

- a Scrivener, who follows strictly the Prescriber’s desires; 
- an Advocate of the indirect User’s needs; 

- a Judge, who mediates between the two points of view. 
Fig. 5 shows examples of metarule sets, in the three cases. 
When acting as a Scrivener, the system decides whether to expand a subgoal 

according only to the Speaker’s level of propensity to talk about the related subjects 
(WANT-TO-SAY predicate). The opposite holds when the system acts as an Advocate; 
in this case, only the Hearer’s interest to be informed about subjects (WANT-TO-KNOW 
predicate) guides the expansion process. The System as a Judge establishes a compro- 
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mise between the two views: a subgoal is expanded when it is important to either the 
Speaker or the Hearer. The level of importance needed to expand the subgoal is, in the 
three cases, a function of the plan complexity. Other features that guide the expansion 
process are Speaker and Hearer personality traits: for instance, whether S is ‘verbose’ or 
H is ‘curious’. The conflict resolution criterion can be changed by the system adminis- 
trator by clicking on the appropriate button in the User Model window. 

4.4. The surface generator 

A ATN-based Surface Generator [12,20] takes the plan as an input and produces a 
text in a specified language. Several levels of nested Augmented Transition Networks do 
this job: 
- The top-level ATN explores the plan-tree from its root, examines the type of node 

(intermediate or leaf), the associated rhetorical relation or primitive act, and jumps to 
lower level nodes; 

* PR-ZeveZ ATNs generate user-tailored linguistic markers when both nucleus and 
satellite are expanded in the plan; 

- PR-level ATNs generate fragments of sentences according to the communicative act 
associated to the leaf node, by reading data from Knowledge and Data Base sources. 
ATNs enable adaptation of the text phrasing to factors which were not considered in 

the planning phase. The plan is independent of the language, and also of factors like the 
Hearer sex and the Speaker formality. These adaptivity factors are introduced as 
conditions on the ATN’s arcs which can be tested by evaluating the value of a function 
or by applying a set of rules. As in PROSENET and TEXT [11,12], top down and 
recursive representation of the algorithm to generate the text under various conditions is 
obtained by labelling arcs with various classes of functions. The first class enables the 
program to traverse the plan tree by examining the type of node (intermediate or leaf) 
and the associated rhetorical relation or primitive action. At the same time, the 
complexity of the portion of the tree below the node is computed. The second class of 
functions reads the values of items from the KB. The third one sets the names of 
registers and executes input-output operations from them. Finally, common PUSH, 
POP, PROSE operations can be made. 

5. Texts generated: an example 

Fig. 6 shows an example of plan tree that corresponds to the segment of the discourse 
which is aimed at describing the Treatment Plan. To simplify illustration, several 
subgoals have been omitted. The plan tree shows, at each node, the communication goal 
with the associated Rhetorical Relation (in bold): 

Expose the Treatment Plan, by linking the two subgoals ‘Plan in General’ and ‘Plan 
in Particular’ with an ElaborationGeneralSpecific; 

Expose the Plan in General, by Informing about the Number of Drugs and the 
Duration of Therapy, in Joint; 

Expose the Plan in Particular, by Exposing the Treatment Steps, in OrdinalSequence; 



B.D. Carolis et al./Arti$cial Intelligence in Medicine 8 (1996) 123-145 137 

ExpLinsidDEnkLI S H dtq? 

Ordlnalscqucncc 
l ‘ 

ExpWieSid S H aUg? 
I 

Fig. 6. A portion of the plan tree with the correspondingly generated k&t. 

Expose the Treatment Steps, by Describing the Drug and How to Administer it, with 
an Enablement; 

Describe the Drug, by giving a Description of the Drug Preparation and by Explain- 
ing its Effects, with a Motivation,... and so on. 

In some cases, two rhetorical relations are associated with the same node (see, for 
example, ‘Contrast/Concession’ for ‘Explain Effects of Drug’), to indicate that the 
communication goal can be obtained by two distinct techniques. Pig. 6 also shows the 
correspondence between communicative actions (for instance: (Inform S H Number Of 



138 B.D. Curolis et d./Artificiul Inrrlligence in Medicine 8 (1996) 123-145 

SlnformNumterOR)rugsl 

Hearer = Pabent 

FormaMy = False 

Verbwii = False 

Language = Engfkh 

Sel(N. Read(NumbMXXqs)) 

[Nr l].“drugs” 

SlnformNumberMDrugsZ 

Hearer = Nurse 

Formality 5 False 

V&&y - False 

Language = English 

Fig. 7. Some examples of ATNs: RR-ATN of ‘Ordinal Sequence’, Pr-ATN for ‘Inform on Number of Drugs’ 
in texts addressed to patients and Pr-ATN for ‘Inform on Number of Drugs’ in texts addressed to nurses. 

Drugs ! therapy?)) and sentences generated when the text is addressed to a nurse (‘I’ve 

written him up for two drugs’). 
Fig. 7 shows the ATNs that are employed to generate a small portion of the text for a 

patient and a nurse. The RhetoricalRelation ATN of Ordinal Sequence generates the 
same linguistic markers in both cases. The first arc of this net is labelled with a call to a 
function which computes how many times the cycle has to be repeated and sets a local 
register accordingly. The second one initializes the counter of iterations. The third one 
calls a function which sets the register ‘Argue’ to the value of the current focus. 
Subsequent tests enable the program to generate different text fragments in correspon- 
dence with different steps of the cycle: ‘one of them’ at the first step, ‘another one’ or 
‘the second one’ subsequently. The PUSH function switches the control to the ATN 

associated with the next valid node. 
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The PR-level ATN of Inform on Number of Drugs which is shown in the figure is 
selected when the Hearer is a patient, the Speaker is not formal or verbose and the 
language is English. The PR-ATN for the same communicative action which is selected 
when the Hearer is a nurse shows that the text generated depends on the patient sex as 
well as on the number of drugs prescribed. Finally, Fig. 8 compares three examples of 

explanations of scenario 4 in the Appendix. The texts are addressed, respectively, to a 
patient, a nurse and a general practitioner. 

The patient text is the most detailed. It includes explanations about the meaning of 
terms, describes how the drug has to be taken and warns about possible interactions with 

other drugs. The nurse text mentions the patient’s general conditions (age, weight) and 

the way in which he was admitted into the hospital. Some ‘inclusive language’ is 
adopted in the text addressed to the general practitioner, to make it more acceptable. 

6. Unresolved problems and future work 

The texts that can be obtained with this Generator have several properties worth 
mentioning. By using the same knowledge sources that are employed for the main, 

prescriber critiquing, function of OPADE, one can generate explanation texts in a very 

flexible way. Texts can be adapted to the prescriber’s personality and to the person to 
whom they are addressed. In addition, they can be adapted to criteria established at the 
site installation level, that fix the relative weights to be given to the Speaker and the 
Hearer’s points of view about the information content of explanation texts. With minor 
modifications to the module, they can be adapted to the characteristics of the drugs 
prescribed and to the patient disease problems. By only extending the ATN library, the 

explanation can be produced in a country-customized language. When they are dis- 
played, the texts generated can be modified by using a Text Editor before being printed. 

In spite of this potential, texts currently produced by this first version of the generator 

still have a lot of problems that need to be solved before it can really be considered to be 
a useful explanation facility. Let us examine them in detail. 

6.1. Gap between strategical and tactical generation 

As we said in the previous paragraphs, the plan establishes the structure of the text: 
primitive acts to be communicated and rhetorical relations between text spans. The plan 
is then passed to the surface generator, to be transformed in a natural language text. The 
ATNs translate each primitive act and each rhetorical relation into a word, a phrase, a 
clause or a sentence. The consequences of this separation between tactical and strategi- 
cal phases of generation are the following: 
* the text contains several repetitions of words or fragments of phrases; 
- the organization of paragraphs is not always ideal. This does not facilitate under- 

standing of the text. 
Some examples of these problems can be found in Fig. 9, where the explanation text 

provided by a doctor in our preliminary experimental study at the University of Reading 
is compared with the computer-generated text for the same case. 
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CASE STUDY N-3 : angina in a 73 years 
old woman 

Doctor’s explanation n.2 

All the tests show that you have three separate 
problems.The first is the chest pain. which we 
know to be angina, 

that is heart pain, which is very similar to the 
cramp you get in your legs if you walk too far 
It’s exactly the same with the heart When it 
does too much work, it can’t cope because it 
can’t get enough oxygen. 

This combination of problems necessitates 
treatment with some special tablets that I’m 
going to give you, and I’ll briefly describe 
these to you. 

The first tablet is simple ASPIRIN, 

which has been shown to help people with 
angina and reduce the risk of you having a 
heart attack. 

That’s just one tablet in the morning 

Computer generated text 

You have been diagnosed as suffering from a 
mild form of what we call ‘angina pectoris’, 

that is a spasm of chest resulting from 
overexertion when heart is diseased 

To solve this problem, there are three drugs I 
would like you to take 

The first one is ASPIRIN 

which is a analgesics 
that is, it relieves the pain 

Therefore, I have prescribed it to cure your 
angina 

The only problem is that this drug can be 
associated with some side effects. 
The first one is bleedings, it can be a serious 
side effect and it occurs unfrequently. 
In the unlikely event that this occurs, I suggest 
you stop treatment 
The second one is allereu; it can be a serious 
side effect, and doesn’t happen commonly. It 
occurs especially when the patient is suffering 
from what we call ‘atopic disease’, that is a 
hypersensitivity to substances having a basis of 
hereditary predisposition. 
In case you notice that this problem occurs, 
you should stop treatment. 

You have to take this drug by mouth. Take 
with water at regular intervals. 
If you miss a dose, do not modify tythm or 
quantity of the following ones. 

Regarding administration of this drug, 
you should take one tablet of IS0 mg at 8 

Fig. 9. Comparison of a physician explanation text with the computer-generated one. 

The explanation refers to the case of angina in a 73-year-old woman: the first 
sentence in paragraph 1 of the doctor’s text gives a synthetic description of the whole 
case, by mentioning the number of patient diseases (‘You have three separate problems’). 
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The same happens in the paragraph 3, where the treatment is synthetized by saying that 
the three drugs are all in tablets. The computer generated text mentions the diseases one 
at a time (the first one in paragraph 1, the second one from paragraph 10 on, etc.) and 
only evokes the number of drugs in the prescription, at paragraph 3. The description of 

side effects at paragraph 6 in the computer text was omitted from the doctor explanation, 
and has been inserted in our text because the metaplanning was acting in the ‘Advocate’ 
mode. However, this part of the text contains several repetitions. Phrases such as: ‘it can 

be a serious side effect’, ‘it occurs unfrequently’, and so on might be said once for both 
side effects rather than being repeated for each of them. We are currently studying a 

solution to this problem by adding paragraph-level ATNs, in order to check changes in 

the focus of discourse and repetitions of communicative acts, and to generate phrases 

accordingly. 

6.2. Use of standard knowledge and data sources 

A further limitation of the texts that we can generate is due to the following factors: 

- crucial data may not be available in the OPADE KBs; 
- crucial links between data may not be available; 

- data values may be incompatible with adaptive phrase-building or with the two users’ 

information needs. 
Let us look again at Fig. 9. Doctor’s explanation about the disease (paragraph 2) is 

patient-specific, and is based on the technique of ‘definition by analogy’. This corre- 
sponds to one of the suggestions in Diana Forsythe’s work. The computer text tries to do 
the same, but the disease explanation that we find in the KB is formal and general. The 

difficulty of using predefined knowledge sources is evident also in the paragraphs 4 and 
5 of the computer text. Here, there is a contradiction between the general indication of 
the Therapeutic Class of Aspirin (‘to relieve the pain’) and the specific use made of 

Aspirin for that patient (‘to cure your angina’). In the same paragraph, the phrase ‘I 
suggest you stop treatment’, is not correct, and it is difficult to find a unique, fixed 
template that can be combined effectively with different, prestored KB fragments such 

as ‘hospitalisation’ and ‘stop treatment’. 

6.3. Adaptation of RRs 

In the present version of the Generator, linguistic markers associated with Rhetorical 
relations are fixed. However, this does not seem to correspond to what the Speaker does 
in naturally occurring explanations. According to the analysis of our texts by a linguist, 
‘if the Speaker judges that the background information is well known to the Hearer, he 

will only give the proposition which, when combined with what the Hearer already 

knows, provides an explanation. This is most clearly seen in doctor-colleague and 

doctor-nurse texts....’ 17,161. We can give several examples of this adaptivity in the use 
of linguistic markers, from texts collected in our experiments: 

(i> ‘and’ is employed frequently as a connective for a ‘Solutionhood’ which would 

normally require a phrase such as ‘to solve this problem’. For example: ‘I have 
examined Mrs Smith and I think she has got angina with some congestive cardiac failure 
and I’ve prescribed some Frusemide...’ 
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(ii) no connective at all is employed, sometimes, for a ‘Jusrificarion’. For example: 
‘He is a bit of a worry, the tests show he has got pulmonary TB’, or: ‘This 73-year old 
lady is coming into hospital, she suffers from heart failure, angina and diabetes. I’ve 

written her up for Aspirin,....’ 
(iii) no infinitive clauses and no connectives are used, sometimes, for a ‘Purpose’: 

‘The fourth tablet I want to give you is a special tablet, it’s a fairly new tablet, that’s just 

come on to the market in the last few years and it is the most effective tablet that we 

have for treating heart failure. It’s a very powerful tablet and can cause your blood 

pressure to drop.’ 

As we mentioned, as Rhetorical Relation markers have the role of fostering the 
Hearer understanding of the text by increasing coherence between related text spans, 

omission of markers is a consequence of the fact that the Speaker believes that the 

Hearer has no difficulty in understanding the text. The use of markers might therefore be 
conditioned to either the global characteristics of the hearer (a ‘patient’, a ‘nurse’ or a 

‘general practitioner’) or, more refinedly, to the specific knowledge of single items, 
represented in the indirect User Model. 

6.4. Evaluation studies 

At the present stage, and for the reasons mentioned in the previous paragraphs, the 
main problems of our explanations rely on the ‘tactical’ (surface generation) component. 

Our future work will be devoted mainly to refining the style of the text in order to make 
it more fluent, less repetitive and more tailored to the indirect user situation. At the same 
time, we wish to test alternative hypotheses about information content and order in the 
explanations, that is about the planning process. Evaluation of alternatives will be made 

by a new set of experimental studies, where samples of potential recipients of these 
explanations will be required to express preferences about different computer-generated 

texts. 

Appendix A. The scenarios employed in the physician exaplanation study 

A.1. Case 1 

A 55-year-old woman goes to her general practitioner at her daughter’s insistence. 
The patient herself has not noticed anything wrong, but her daughter thinks she has 

become generally ‘slower’. In addition, her voice has become much deeper and more 
husky. Amongst other things, examination reveals a slow pulse and almost complete loss 
of hair from eyebrows. The patient has been diagnosed as suffering from hypothy- 

roidism. 

A.2. Case 2 

A 44-year-old alcoholic man lives on a poor diet in a cold and damp lodging house. 
He now complains of a persistent cough, occasionally bringing up blood. His appetite is 
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poor, and he thinks he is loosing weight. Examination and chest X-rays, followed by 
other tests, confirm the diagnosis of tuberculosis. 

A.3. Case 3 

A 73-year-old woman complains of severe central chest pain after walking about a 
quarter of mile, sooner in cold weather. The pain radiates to both arms and the throat, 
and is very unpleasant. It gradually subsides after 5-10 minutes rest. In addition, she is 

breathless on exertion and on lying flat in bed. Her everyday activities are severely 

restricted and she rarely feels well. Tests reveal that she has high blood cholesterol and 

diabetes. She is at least 10 kg above her ideal weight. The patient has been diagnosed as 

suffering from angina, combined with hearth failure and metabolic problems. 

A.4. Case 4 

A 62-year-old man complains of central chest pain, radiating to the left shoulder and 

arm. The pain occurs on climbing steep slopes or more than two flights of stairs. he does 
not have to do either of these frequently, and can walk at least three miles on the flat 
without difficulty. If the pain does occur, it will disappear after a couple of minutes rest. 

He is otherwise very well, and is not unduly worried about his symptoms. Tests confirm 
coronary disease but no other specific clinical syndrome abnormalities. the patient has 
been diagnosed as suffering from exercise induced angina in a mild form. 
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