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Abst rac t .  Explanations are an important by-product ofmedical decision- 
support activities, as they have proved to favour compliance and cor- 
rect treatment performance. To achieve this purpose, these texts should 
have a strong argumentation content and should adapt to emotional, 
as well as to rational attitudes of the Addressee. This paper describes 
how Rhetorical Sentence Planning can contribute to this aim: the rule- 
based plan discourse revision is introduced between Text Planning and 
Linguistic Realization, and exploits knowledge about the user person- 
ality and emotions and about the potential impact of domain items on 
user compliance and memory recall. The proposed approach originates 
from analytical and empirical evaluation studies of computer generated 
explanation texts in the domain of drug prescription. 

1 I n t r o d u c t i o n  

Explanations are an important  by-product of any medical decision Support ac- 
tivity, as they substantiate the system suggestions by favouring, at the same 
time, compliance and correct treatment performance. To achieve their goals, 
these messages have to be formulated in a clear and convincing way, and their 
arguments have to be adapted to the addressee. Whenever possible, they have to 
be generated by exploiting information from already established sources, rather 
than requiring ad hoc data collection. 
In the last few years, several text generation systems have been designed in or- 
der to produce effective explanations. In these systems, the generation process 
is made up of a phase of Text Planning, in which information content and or- 
der and rhetorical structure are established, followed by a phase of Linguistic 
Realisation, in which the plan is translated into an understandable, coherent 
message [7]. More recently, the limitations of this approach have become appar- 
ent, and several authors are now investigating how to bridge the gap between the 
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two phases. Methods proposed introduce, between Text Planning and Linguis- 
tic Realisation, a phase which is usually denoted as Sentence Planning [8, 10]. 
In this intermediate phase, local refinement techniques are applied to increase 
the quality of the generated text. For example: aggregating clauses or elements 
internal to a clause, defining how to realise rhetorical relations, or the salience 
nucleus/satellite and so on [11, 2, 13]. 
It is our opinion that, although there is a real need for style refinement in complex 
text generation (especially when existing information sources are employed), this 
new phase of Plan Revision should also be aimed at strengthening argumentation 
in the text: this requires developing methods which consider the emotional state 
of the addressees, as well as their knowledge. This claim is indirectly supported 
by Dalianis and tIovy: "text length (i.e. redundancy of words) is not the best 
measure of readability of aggregated texts. Instead, a better measure is internal 
(structural) coherence" [2]. Sentence optimisation then originates not only from 
linguistic needs, but also (in some cases, mainly) from rhetorical ones. 
On the  other side, the importance of argumentation in medical explanations 
has been proved by several experimental psychologists, who have argued that 
"enlistment of the patient by the physician is promoted by the use of inclusive 
language, that  is, language that  explicitly recognises patients' competence and 
thus treats them with respect. We believe that such language increases the physi- 
cian's (and possibly also the prospective system's) chances of having the patient 
hear the diagnosis and treatment recommendations" [5]. 
In her paper about the generation of empathetic responses in a dialogue about 
medical treatment, Haimovitz [6] argues that,  to produce texts suited to the 
direct and the indirect users' needs, sentences with a given information content 
should be generated so as to "stress favourable information while downplaying or 
offsetting unfavourable information". This effect can be obtained by exploiting 
knowledge about the indirect user's concerns and worries, in addition to domain 
knowledge about the possible impact of information items. A very sensitive test 
or a non invasive treatment are examples of favourable information, whereas a 
very long hospital stay or a painful procedure are examples of an unfavourable 
one. The cost of an utterance is calculated as a function of the addressee's char- 
acteristics (for example: anxiety about pain); the accent of a sentence is then 
modified by joining sentences with appropriate conjunctions, or by introducing 
detensifier or intensifier adverbs. 
The work reported in this paper is the continuation of a European Research 
Project OPADE which was aimed at designing and prototyping a decision sup- 
port system in the domain of drug prescription. A text generator was designed 
as part of that Project, from a corpus of explanations provided by doctors. Texts 
generated were submitted to informal and formal evaluations, which confirmed 
their interest but also revealed a number of limitations in the method developed. 
In this paper, after briefly describing the structure of our generator (Sect. 2), 
we will examine these limitations (Sect. 3). We will then prove that  they cannot 
be solved by a purely stylistic revision of the text, but require a more complex 
Plan Revision and Refinement, which exploits knowledge about the domain, as 
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well as about the addressee (Sect. 4). We will then outline (in Sect. 5) a method 
which solves part of these problems. Some consideration about the limitations 
of this approach will conclude the paper (Sect. 6). 

2 T h e  C o n t e x t  

The explanation component of OPADE generates a text which illustrates the 
prescription by retrieving information from a set of heterogeneous databases: 
a medical record, a drug database and a prescription record. The generation 
process combines hierarchical Text Planning with a Linguistic l~ealisation based 
on Augmented Transition Networks [3]. The message produced is adapted to 
the Speaker (the doctor who made the prescription) and to the addressee (the 
patient, a nurse or a doctor's colleague): two user models represent the main 
attitudes of the two users. Adaptation of the message is made in the planning 
phase (by introducing in plan operators conditions about the context), as well 
as in the Linguistic Realisation (by attaching similar conditions to ATN's arcs). 
The discourse plan is represented in OPADE as a tree, whose leaves correspond 
to primitive communicative actions; a communicative goal and a rhetorical re- 
lation are associated with its intermediate and root nodes. An example of the 
top part of a plan tree is shown in Fig. 1. This plan includes the following main 

ExplainTherapy 
~ ionhood 

~ePatientNtatus~ ExposeTl~at mentPlan 

~ r e a t m e n t P l a n  
[ [nfot~Numbet~)fDlaigs ] ~.~ Sequence. 

! ExposeTl~atmentStep 

D~sct ibeD~g ~ r d g A d m ~  
Motivation ~ ExplainDrug IEf~ects 

De~n ~ ~ ~  DefineDl~gPreparatiorl 

Fig. 1. An example of the top part of a discourse plan 

components (which are encircled with an oval): 
�9 A Persuade about the need of treatment, realised by means of a description of 
the health problems that  the prescription intends to solve. 
�9 A Request to perform the treatment, with information about the number of 
drugs in the prescription. 
�9 A detailed description of the treatment plan. Drugs are considered in sequence, 
by introducing, for each of them: (i) a Request to administer the drug, with a 
description of its characteristics; (ii) a Persuade that the drug is useful and not 
harmful, with an illustration of its positive effects (efficacy) and of the negative 
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ones (side effects, contraindications, interactions with other drugs), and (iii) an 
Enable to administer the drug correctly, with a detailed description of adminis- 
tration modalities. 
An example of text generated from this plan in shown in Fig. 2. This text is subdi- 
vided (for explicative purposes) into discourse segments which are the expansion 
of the encircled goals in Fig. 1. A sample of texts generated was evaluated by 

C o m m e n t s  t o  t h e  d r u g  p r e s c r l p t i o n  f o r  M r  F | c f i f  

D S 1  You h a v e  b e e n  d i a g n o s e d  as s u f f e r i n g  f r o m  a m i l d  f o r m  of w h a t  we ca l l  '~ ,ngina '~  thef t  is a s p a s m  of c h e s t  
r e s u l t i n g  f o r m  o v e r - e x e r t i o n  w h e n  h e a r l h  is d i s e a s e d ,  I n  a d d i t i o n ,  y o u  h a v e  e l e v a t e d  c h o l e s t e r o l .  

D S 2  T o  so lve  t h e s e  p r o b l e m s ,  t h e r e  a r e  two  d r u g s  l w o u l d  l ike  y o u  to  t a k e .  
D S 3  T h e  f i r s t  o n e  is A s p i r i n ~  w h i c h  is a a n a l g e s i c ,  t h a i  is i t  r e l i e v e s  f h e  p a i n .  
D S 4  T h i s  d r u g  h a s  b e e n  s h o w n  to  r e d u c e  t h e  r i sk  of h e a r t h  a t t a c k  a n d  p r e v e n t s  , ~ h n o r m a l  b l o o d  c l o t t i n g  w i t h i n  

f ive  m i n u t e s .  
D $ 5  T h e  o n l y  p r o b l e m  is t h a t  t h i s  d r u g  c a n  b e  ,~ s soc i~ t ed  w i t h  s o m e  s ide  e f f e c t s .  T h e  f i r s t  o n e  is b l e e d i n g s ,  t h a t  

is a s l i g h t  h e m o r r h a g e ;  i t  c a n  b e  ~ s e r i o u s  s i d e  e f f e c t  b u t  o c c u r s  i n f r e q u e n t l y .  I n  t h e  u n l i k e l y  e v e n t  t h a t  t h i s  
occurs~  I s u g g e s t  y o u  to s t o p  t r e ~ t m e n z .  T h e  s e c o n d  o n e  is a l l e r g i c  r e ~ c t l o n ;  i l  c a n  b e  & se r iou~  s i d e  e f f e c t  b u t  
d o e s n ' t  h a p p e n  c o m m o n l y ;  i t  o c c u r s  e s p e c i a l l y  w h e n  t h e  p a t i e n t  is s u f f e r i n g  f r o m  w h a t  we ca l l  ' a t o p i c  d i s e a s e ' ,  
t h a t  is a h y p e r s e n s i t i v i t y  fo s u b s t a n c e s  h a v i n g  a b a s i s  off h e r e d i t a r y  p r e d i s p o s i t i o n .  I n  c a s e  y o u  n o t i c e  t h a f  t h i s  
p r o b l e m  occur s~  y o u  s h o u l d  s t o p  t r e a t m e n t .  

D S 6  I m u s t  a l so  p r e v e n t  y o u  t h a t  t h i s  d r u g  m a y  i n t e r f e r e  w i t h  m a n y  o t h e r s .  O n e  i n t e r a c t i o n  is w i t h  V i t a m i n  K 
i n h l b l f o r s ;  t h i s  c o u l d  c a u s e  i n c r e a s e d  b l e e d i n g  r i sk .  T h e r e f o r e ,  pie&so fol low c ~ r e f u l l y  y o u r  p r e ~ c r i p f l o n ,  do  n o t  
t a k e  o t h e r  d r u g s  w i t h o u t  t e l l i n g  y o u r  p h y s i c i a n  ~ n d  d o  n o t  s t o p  t r e a t m e n t  w i t h o u t  y o u r  p h y z i c i & n t s  ~ d v i c e .  

D S 7  You h ~ v e  to  t a k e  t h i s  drug b y  m o n t h ;  te~ke i t  w i t h  w a t e r ,  ~ t  r e g u l a r  i n t e r v a l s .  If  y o u  m i s s  a d o s e ,  d o  not m o d i f y  
r h y t h m  or  q u a n t i t y  of t h e  f o l l o w i n g  o n e s .  t Z e g a r d i n g  a d m i n l s t r ~ t i o n  off t h i s  d r u g ,  t h e  t r e a t m e n t  s t e p s  axe  t h e  
I o l l o w i n g .  T h e  f i r s t  o n e  i~ a a t t a c k  t r e ~ f m e n t .  T h e  d o s a g e  is 1 gr  in  2 i n t a k e s  fo r  1 d a y .  You h a v e  t o  t a k e  o n e  
t a b l e t  of 500 m g  a t  8 ~ m  a n d  o n e  t ~ b l e t  of  500 m g  ~t  8 p ro .  T h e  s e c o n d  o n e  is ~ m a i n t e n a n c e  t r e a t m e n t .  T h e  
d o s a g e  is 500 m g  in  1 in ta l~e  for  7 d a y s .  You h a v e  t o  t ~ k e  o n e  t a b l e t  of 500 mg a t  20.  

n s g  T h e  s e c o n d  d r u g  I wil l  g ive  y o u  is G l y c e r i l  T r i n i t r a t e . . .  

D S f  T h e s e  a r e  t h e  m M n  f r e e t m e n t  s u g g e s t i o n s  I w ~ n t e d  to  g ive  y o n .  If  y o u  n e e d  a n y  m o r e  i n f o r m a t i o n ,  p l e a s e  d o  
not hesitate to  ask m e  directly. 

Fig. 2. An example of text generated from OPADE 

representatives of OPADE's final users: in this informal evaluation, explanation 
texts were considered as very interesting for both patients and health profes- 
sionals, especially considering that,  in general, this type of information is only 
provided verbally (if at all). Subsequently, we performed two more formal evalua- 
tion studies. In a first analytical evaluation, we compared the artificial texts with 
the corpus of explanations that  were employed to define the generation method. 
In a second, empirical study, we evaluated the efficacy, on the addressee, of texts 
built by varying information content and order. The two studies highlighted sev- 
eral limitations in the generated texts, and provided a number of cues on how 
better texts might be obtained. 

3 L i m i t a t i o n s  o f  T e x t s  G e n e r a t e d  

3.1 C o m p a r i s o n  w i t h  t h e  C o r p u s  o f  E x p l a n a t i o n s  

Our corpus of explanations included 36 texts, produced by 6 doctors on 4 clin- 
ical cases (two cases of angina in a male and a female aged patient, a case of 
tuberculosis and a case of subaeute thyroditis). Although the computer gen- 
erated explanations reproduce the overall characteristics of these texts, several 
elements contribute to increase the argumentative strength of natural messages, 
and are not reproduced in the artificial ones. 
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E n l i s t e n i n g  T e c h n i q u e s  in t h e  ' P e r s u a d e  a b o u t  t h e  n e e d  o f  t r e a t m e n t ' .  
This goal is obtained by linking the two discourse segments Describe Patient Sta- 
tus and Expose Treatment Plan by a rhetorical relation (RR) of Solutionhood. 
This RR may" become a Concession when the patient is not seriously ill, con- 
veying the idea that, although the disease mildness might let one presume that 
treatment is not needed, this is not the case: 
Ex l :  This condition is mild, but we have to treat it . . . .  
On the other side, the Description of the patient 's health status contains a RR 
of Elaboration 0bject-Attribute,  whose nucleus is the name of the diagnosis and 
whose satellites are its severity and certainty. The value of these satellites influ- 
ences the nucleus description. For example: 
Ex2: Unfortunately you have an infection..., (when the severity is high). 

P e r s u a s i o n  E l e m e n t s  in t h e  ' R e q u e s t  t o  p e r f o r m  t h e  t r e a t m e n t ' .  
The goal Request to perform the treatment is achieved, in our generator, by a 
simple sentence which indicates the number of drugs in the prescription. In the 
corpus of texts examined, elements of persuasion are introduced, in this segment, 
by means of several techniques: 
(1.) To predispose favourably the addressee towards the Request: by anticipating 
the positive aspects of treatment, when it has a high expected effectiveness or 
when it is, at least, expected to have a positive effect on symptoms: 
Ex3: So, the good news is that we do have tablets that are very effective against TB.. .  
Ex4: With the treatment we'll give you, we can bring all these things back to normM... 
Exh: We can give you something to make you feel more comfortable... 
(2.) To prevent a non collaborative attitude: by anticipating aspects on which a 
high compliance is needed, especially when treatment is long and complex: 
Ex6: We have to undertake quite a long course of treatment... 
(3.) To promote remembering of significant items: by synthesising information 
items which are common to several drugs, before detailing the treatment: 
ExT: ... two drugs which are very similar: they both aim to open the blood vessels up. 
ExS: I 'm going to ask you to take two tablets... 
Exg: ... some tablets to take twice a day... 
Exl0 :  ... and you will have to take them for some months. 
or by means of a final synthesis of this detailed description: 
E x l l :  So, in summary, we'll give you tablets to help the spasm of the blood vessds... 
(4.) Persuasion dements  in the 'Request to administer the drug'. This purpose 
is achieved by associating treatment to procedures or drugs with which patients 
are familiar and that they know to be harmless: 
Exl2 :  The drug that I 'm going to ask you to take is Aspirin, just ordinary Aspirin... 
or by emphasising positive aspects of treatment: 
Ex13: ... one small dose of... 
(5.) Strengthening or attenuation techniques in the 'Persuade that the drug is 
not harmful'. In this case, positive aspects are overemphasised by means of par- 
ticular linguistic markers and negative aspects are offset by using aggregation 
techniques to avoid repetitions : 
Ex l4 :  The only possible side effect this may have is to... 
Ex l5 :  Again, it's very unlikely to happen; Again, I would like you to reassure that. . .  
E x l 6 :  OccasionMly, they can disturb you in your sleep. 
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3.2 Cues  f r o m  E v a l u a t i o n  S t u d i e s  

At the University of Reading, several studies were made to investigate whether 
and how the order of presentation of information and the level of detail influence 
the effectiveness of explanation, measured in terms of how good the explanation 
is, perceived likelihood of taking the medication and memory of information. 
To this aim, several texts were prepared, by combining differently the following 
components of an OPADE explanation: description of the patient health status, 
prescription, description of drug, side effects and contraindications. Experiments 
were repeated by varying number and seriousness of side effects. The results of 
these studies are described elsewhere [1]: here, we refer only those of them which 
are relevant to this paper. 
The first finding is that  the optimal order of presentation of information cannot 
be established in a rigid way, but depends on the overall explanation content. 
In particular, participants in the study overall recalled more information about 
drug administration when it was presented before information about side effects. 
However, when the explanation described only a few side effects, participants 
remembered more information about side effects if the information was presented 
before, rather than after, the information about drug administration. There was 
no effect of order when the explanation described a large number of side effects. 
Therefore the optimal order of information within the explanation can only be 
determined once the number of side effects has been established. 
The second finding concerns the perceived likelihood of taking the medication 
and the evaluation of how good the explanation is, as a function of side effects' 
seriousness: if the text includes negative information, the need for additional 
explanatory information increases. Thus the decision about the level of detail of 
the explanation is a function of the overall information content: details have to 
increase according to the negativity of information elements in the text, such as 
the severity of the disease or of the side effects of drugs. 

4 S o m e  H i n t s  o n  H o w  t o  S o l v e  t h e  M e n t i o n e d  P r o b l e m s  

We identify two limitations in current text generation methods, that  reduce 
argumentation strength in the texts produced: (i) Text Planning is a one shot 
process which does not take into account the impact that  the text 'as a whole' 
will have on the addressee; (it) the subsequent phases disregard the rhetorical 
nature of the text. Let us justify more deeply our claim. 

4.1 T e x t  P l a n n i n g  S h o r t c o m i n g s  

In hierarchical Text Planning, information content and presentation order are 
established as a function of the main communicative goal, of hypotheses about 
the mental states of the Speaker and the addressee and of domain knowledge. 



355 

In their decision on whether to apply a specific plan operator, top-down plan 
expansion methods consider only the values of information items which relate to 
the discourse segment which is being planned. The overall content of the text is 
not known until planning has been completed. For example: when the subtree 
concerning one of the side effects of a specific drug is being expanded, the planner 
doesn't yet know how many side effects the drug will have and whether these 
side effects will be serious, frequent and so on. The discourse structure and its 
content will be established entirely only when the plan will have been completed: 
problems mentioned in Sect. 3 will only then become manifest. 

4.2 Sentence P l ann ing  Shor tcomings  

As we mentioned in the Introduction, the need for an intermediate phase between 
Text Planning and Linguistic Realisation is acknowledged by most researchers in 
the domain, and the tasks this phase is supposed to undertake have been speci- 
fied by several authors. Among them, a fine grained local discourse structuring, 
which includes decision about inclusion/exclusion of discourse markers, a sen- 
tence content delimitation, an internal sentence organisation, with aggregation, 
reference and lexical choice [8]. Concepts involved in this phase are essentially 
linguistic-stylistic ones: focus, pronominalisation, preposition phrases, etc. 
We think that, in most of these tasks, rhetorical concepts should be considered 
as well, and that other rhetoric-driven tree-restructuring tasks need to be per- 
formed. For example: 

1. add ing  e m p a t h y  to sentences: by stressing positive concepts (Ex12,13,14), 
offsetting negative ones (Exl6), marking a non-aggregation choice (again in 
Ex15) or showing an empathetic or enlistening attitude (Ex2). 

2. t r e a t m e n t  of  repet i t ions :  aggregation is defined as the process of removing 
redundant information in a text without loosing any information [2]. The aim of 
this process is to obtain more fluent and easy to read texts. So from the three 
sentences: Tom loves Mary, Dick loves Mary, Harry loves Mary, aggregation will 
produce the sentence: Tom, Dick and Harry love Mary, which is much more 
fluent, and undoubtedly natural. But, let us suppose that this was an argumen- 
tative text, aimed at convincing the addressee of the kindness of Mary. The text 
will be much more effective if repetition is employed (and possibly emphasised 
with an emphatic punctuation): Tom loves Mary] Dick loves Mary] Harry loves 
Mary! which means: Everybody loves Mary, who couldn't? 
The decision on whether to aggregate repetitions or to emphasise them should 
therefore be made by considering the global aim of the sentence, not only its 
readability. Exl5 reveals that doctors are guided by this concept in their deci- 
sions. In addition, rhetorical aspects can help to decide, when aggregating, the 
order in which items should be presented to maximise the argumentative effect. 

3. i n t roduc ing  opening  or closing summaries :  Examples from 3 to 11 
showed how these summaries can be employed to predispose favourably the 
addressee or to promote memory of relevant facts. 

4. changing in fo rma t ion  ordering:  the result of studies by psychologists at 
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Reading showed that the information ordering established by the planner has 
sometimes to be revised, according to the overall discourse content; the same 
applies to the next item: 

5. revising in fo rmat ion  detail:  (see findings about side effects). 

6. changing rhe tor ica l  relat ions:  Exl is a typical case in which a rhetorical 
relation of Solutionhood can be less effective than a Concession when addressees 
have to be persuaded to undertake an action aimed at solving a problem that 
they perceive as minor. 

Some of these tasks require a Plan-Tree Refinement, in which the main decisions 
of the plan (information order and content, RRs, communicative goals) are re- 
spected: we name this class of tasks Rhetorical Sentence Planning, to contrast 
them with current Sentence Planning techniques. 
Another class of tasks introduces deeper changes in the plan structure and could 
be called Plan-Tree Revision. 

5 S o m e  I m p l e m e n t a t i o n  A t t e m p t s  

Rhetorical Sentence Planning and plan revision tasks require upgrad ing  knowl- 
edge that is commonly employed for text generation. The Addressee mode, 
which usually includes general characteristics (eg. age, family status) and a large 
variety of rational attitudes (knowledge, beliefs, goals) is extended with domain- 
related, emotional aspects of personality, such as hostile towards treatment or 
anxious. This broadening of the user modelling sphere of interest corresponds 
to a trend in the domain of human-computer interaction, which claims that 
extrarational aspects of human beings should be considered in designing believ- 
able computer systems [4, 12]. Domain knowledge has to be upgraded as well, 
by attaching to the data items (object-attribute-value triples) one or more la- 
bels defining the semantic properties which may be relevant in the domain (eg. 
favourable for compliance, relevant for correct treatment and so on). 
Both Rhetorical Sentence Planning and Plan Revision make a wide use of these 
knowledge sources, and can be represented as sets of tree-rewriting rules which 
apply to discourse subplans. For each rule: 
The left-hand side is a logical combination of conditions on the communication 
goal and the RR associated with the root, the semantic properties of information 
associated to the leaves and the addressee's attitudes. 
Examples of semantic properties of information are the following: 

- unfavourable item: Severity (?disease, serious) 
- favourabIe item: Efficacy (?drug, high) 
- relevant-for-compliance item: Duration (?treatment, short) 
- relevant-for-correct-treatment item: AdministrationForm (?drug, tablets). 
Examples of addressee's attitudes: 

- Compliance (?drug-treatment, low) 
- Anxiety (?pain, high). 
The right-hand side is a tree-restructuring algorithm which varies according to 
the task to be performed. 
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5.1 Some Examples of  Rhetorical Sentence Planning Rules 

Adding Empathy to S e n t e n c e s .  
R1 IF the subtree 'Persuade that the drug is not harmful' includes sub-subtrees 

whose leaves are 'favourable' items with equal values AND the patient is pain- 
anxious THEN emphasise these leaves. 

The emphatization algorithm depends, in this case, on the Rhetorical Relation 
associated to the root node: it may consist of adding intensifier or detensifier 
adverbs or adjectives or in generating compound sentences in which the compo- 
nents are joined by a contrasting conjunction (as in [6]). Operations of this type 
may solve problems like those in Ex2 and Exl3,  Sect. 3. In the first of them, 
a RR of Elaboration Object-Attribute is associated with the root. In this case, 
the two I n f o r m  are merged into a unique sentence, which is introduced by an 
appropriate expression: an intensifier ( the good news  is that) in case of favourable 
information, a detensifier (un for tuna te ly )  in case of unfavourable information. A 
similar transformation is applied to the second tree, by introducing the deten- 
sifter adjective small .  These transformations are adapted to the addressee and 
exploit a semantic knowledge of the domain. 

R h e t o r i c a l  A g g r e g a t i o n .  
R2  IF the subtree 'Persuade that the drug is not harmful' includes sub-subtrees 

whose leaves are unfavourable items with equal values AND the patient is pain- 
anxious THEN aggregate repetitions of unfavourable items in these subtrees. 

This algorithm is applied to subtrees whose root-node is associated with an Or- 
dinal Sequence or a Logical RR: repetitions in the text usually originate from 
these subtrees. To illustrate it, let us consider a segment of an OPADE's text: 
However, I must  inform you that this drug may cause some side effects. The first one 

is nausea; it is serious, it occurs infrequently, in a strong form, in sensitive patients. 

The second one is headache; it is serious, it occurs infrequently, in a .strong form, in 

sensitive patients. The third one is insomnia; it is not serious, it occurs frequently, in 

a strong form, in sensitive patients . . . .  

The algorithm is made up of four main steps: 

s t ep  1: finding subtrees such that the RR associated to the root is an Ordinal 
Sequence or a Logical. In our example, this step extracts, from the plan tree in 
Fig. 1, the SubTree shown in Fig. 3. This subtree is made up of several s im i la r  

(in their structure) sub-subtrees; 

s t ep  2: classifying leaves. The classification is made in two stages: 
�9 identification of the m a i n  nucleus  of each sub-subtree (according to the fo- 
cusing structure) and labelling of these leaves as objects; labelling of remaining 
leaves as characteris t ics .  

In our example, there are three nuclei (one in each element of the Sequence), 
corresponding to nausea, headache and insomnia; and four characteristics for 
each of them: severity, frequency, intensity and risk-category. 
�9 classification of objects according to the values of their characteristics, and 
identification of characteristics whose values are the same in all objects (uniform 
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Fig. 3. A portion of the plan tree to explain side effects of ~ drug 

characteristics) or only within a class (class-uniform characteristics). 
In our case, frequency and severity are class-uniform characteristics; risk-category 
and action are uniform characteristics. 

s t e p  3: deciding which characteristics to aggregate. 
In our example, strong intensity is an unfavourable item, infrequent frequency is 
a favourable one; the first one is therefore aggregated, the second one is dupli- 
cated. 

s t e p  4: restructuring the subtree: 
4.1: prune uniform characteristics and add a new root and a new child leaf of 
this root for each of them; 
4.2: rearrange the nuclei in the original Ordinal Sequence according to classes 
of similar objects; for each class which contains more than one object, create a 
new intermediate node and define an Ordinal Sequence among objects within it; 
4.3: apply reeursively 4.1 and 4.2 within each class. 

Figure 4 shows how the subtree in Fig. 3 is t ransformed by this algorithm. If 
some empathy  is added to sentences, the following text will be generated: 
However, I must inform you that this drug may cause some side effects. A first group 

of them includes nausea, which occurs infrequently and only in particularly sensitive 

patients, and headache which, again, occurs infrequently and only in particularly sen- 

sitive patients; these side effects are both serious. Then, you may have insomnia: it is 

not serious but can be frequent; however, once again I would like to reassure you that 

it occurs only in particularly sensitive patients. All these side effects can occur in a 

strong form. 

5.2 Some Examples  of  Plan Revis ion Rules 

Our a t t empt  to solve the text revision problems outlined in Sect. 4 is far from 
being a general purpose one: more study is needed to bet ter  understand how to 
read a text plan in order to discover its argumentat ive deficiencies. For the t ime 
being, we have defined some ad hoc, strictly domain-dependent rules whose right 
sides include the following tree transformations: introduction of new subtrees or 
new intermediate nodes, change of the relative order of subtrees or change of the 
RR associated to a node. For example: 
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Fig. 4. The subplan tree of Fig. 3 after the treatment of repetitions 

R3 IF the leaves of the subtree 'Persuade about the need of treatment' include 
several favourable items AND the patient has a 'hostile' attitude towards drug 
therapy THEN substitute the RR of Solutionhood with a Concession, in the 
main root of the tree (Exl)  

R4  IF at least one leaf in the subtree 'Request to administer the drug' is a favourable 
item AND the patient has a 'hostile' attitude towards drug therapy THEN sub- 
stitute the 'Request to perform treatment' with a new subtree, to emphasise 
these items. (Ex3,4,5) 

R5  IF at least one leaf in the subtree 'Enable to administer the drug correctly' is an 
item relevant for correct treatment AND the patient is aged THEN introduce a 
new subtree before the Enable, to emphasise these items. (Ex8,9,10,11) 

6 C o n c l u s i o n s  

We share I-Iovy and Wanner's opinion that  "the generation process is even more 
complex than originally viewed, and that this complexity centrally affects the 
planning procedures" [8]. The tree-rewriting rules that  we propose in this pa- 
per are domain-dependent heuristics, derived from analysis of empirical data. A 
domain-independent improvement in the discourse generation process could only 
be obtained by reconsidering Text Planning as a conjunctive and non serially 
decomposable problem, in which strong interactions between subgoals exist [9]. 
This would require representing communicative actions in a more fine-grained 
way than at present, by specifying their negative as well as their positive ef- 
fects. In argumentative texts, in particular, graduality in the persuasion process 
could be obtained by introducing degrees of goal adoption and degrees of belief 
holding in the mental model of the addressee. Let us take, for example, the case 
of an 'Inform about side effects', as a leaf of the subtree of 'Persuade that  the 
drug is useful and not harmful' .  If the side effect is serious, this act will reduce 
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the addressee's intention to perform the t reatment ,  that  was increased by the 
previous subgoals of 'Persuade about the need of t r ea tment '  and 'Persuade that  
the drug is not harmful ' .  The combination of several, serious side effects will 
then produce a 'negative precondition'  for the 'Enable to administer the drug 
correctly',  which depends on their number. 
With the Text Planning techniques that  are applied at present, we claim that  
several plan revision tasks are needed to counteract negative effects of not con- 
sidering subgoal interactions: sentence planning is only one of them. We ac- 
knowledge the importance of style refinement, but  we contend that  other, more 
argumentat ive tasks are important  as well, and that  knowledge about  the do- 
main and about  the addressee plays a crucial role in all of them. In the medical 
field, this knowledge concerns not only what addressees presumably know, want 
or prefer, but also emotional factors such as, for instance, fear about  disease 
prognosis or anxiety about  pain. 
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