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Abstract

This paper presents how the axioms of equivalence can be induced from visual observation without assuming
background knowledge. The present research was conducted upon a system that combines computer vision
with inductive logic programming that was first designed to learn protocol behaviour from observation.

1 Introduction
Two important requirements for an autonomous agent to
understand and act in any real environment are the abil-
ity to hypothesise about perceptual information and the
ability to act according to the acceptable behaviour (pro-
tocol behaviour) in that environment. In this paper we
use a system that combines computer vision with an in-
ductive logic programming (ILP) language, which is here
used to construct general mathematical structures from vi-
sual data; PROGOL, Muggleton (1995, 1996), is utilised as
the ILP language. Our system has been initially designed
to learn protocol behaviours from sensor data that could
further be incorporated in a virtual agent. In this work,
however, we use this system to show how some general
mathematical structures (such as the equivalence axioms)
can be induced from the visual data.

The framework proposed in this this paper has been
evaluated on the visual observation of simple game sce-
narios. In brief, the system observes two players engaged
in the game described as follows: two objects (that are im-
plicitly ordered) are initially put on a board, the game con-
sists of keeping on the table the greater object while the
other is replayed. Both objects are withdrawn from the ta-
ble when their faces show the same figure. The challenge
here is to generate the transitivity, reflexivity and symme-
try axioms from the observation of this game without as-
suming any preconceived notion of number or any pseudo
definition of ordering. This represents a key difference of
this work and previous research on high-level image inter-
pretation such as Nagel (2000); Fern et al. (2002); Santos
and Shanahan (2002), which were characterised by the
interpretation of sensor data given domain-specific back-
ground knowledge.

By setting our system the task of learning basic axioms
of mathematics we do not intend to develop a system to
assist mathematicians (such as the systems described by
Colton et al. (2000) and Lenat (1983)) but to investigate
how common sense knowledge can be automatically in-
duced from computer vision data. The long term purpose
of this research is provide an autonomous system with
the necessary machinery that will allow it to formulate its

own logical explanations about its environment.
The experimental setup used in this work is composed

of a video camera observing a table top where two players
are engaged in playing a game. The output of the vision
system is sent to a PROLOG meta program whose tasks
are three fold. First, it re-writes the vision data into mul-
tiple PROGOL experiments. The meta program also runs
these experiments and, finally, evaluates their outputs. Al-
though the automatic evaluation of the output is an impor-
tant issue in this work, it is outside the scope of the present
paper.

In effect the meta program selects subsequent pairs
of state descriptions from the vision data generating, for
each pair, a predicate �������
	���	�
���	�
������ , read as the transi-
tion from state 	�
 to state 	�
���� . Or aim, thus, is to search
for recursive rules from the data defined with the predi-
cate �������
	���� .

2 Looking for equivalence
Let ��
 ( � �"!$#���%&%�%'���)( ) be a time point and ci,cj,ck,cr,cs,
cw and cn represent seven of the fifteen classes assumed
in the segmentation algorithm. A typical sequence of the
assumed game (and the relative output of the vision sys-
tem) is shown in Figure 1

In order to allow the system to learn the axioms of
equivalence, an over classification of the paper-scissors-
stone figures was assumed. The three objects of the
game were classified into 15 distinct classes. From the
symbolic-learning standpoint, this assumption is equiva-
lent to showing, at each round of the game, one of 15 dif-
ferent shapes of papers, scissors and stones. The axioms
of equivalence are obtained from analysing the states in
which a draw occurs, i.e., states containing pairs of ob-
jects that are followed by an empty state (e.g., Figures
1(i) and 1(iii)).

Eight data sets (containing an average of 30 examples
each) were utilised in this experiment. The following for-
mulae were obtained from our meta program:
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(i)
state([ci,cj],t1).

(ii)
state([],t2).

(iii)
state([ck,cr],t3).

(iv)
state([],t4).

(v)
state([cs,cw],t5).

(vi)
state([cn],t5).

Figure 1: Six states of the paper-scissor-stone game.
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The answer set above includes a transitivity rule (For-
mula 1) followed by the reflexivity axiom (Formula 2).
The symmetry axiom (Formula 4) came in fourth, pre-
ceded by a spurious rule (Formula 3). Formula 5 and 6
and the final rule (Formula 8) are three rules expressing
the transitivity of �������
	���� that are equivalent to Formula
1. They were not subsumed by Formula 1 because the
symmetry of the predicate �������
	��B� was not a priori as-
sumed in the learning process, but obtained as a result
(Formula 4). Finally, Formulae 7 seems to be the result
of the generalisation of a noisy portion of the data. These
formulae were ranked according to the voting criteria pro-
posed in Santos et al. (2004), the discussion of the ranking
method, however, is outside the scope of this paper.

Last but not least, in addition to the axioms of equiv-
alence, the process of constructing the axioms of equiv-
alence produced a minimal set of examples of ground
atomic formulae representing the equivalence between
symbols in the given data set. With this minimal set, and
the transitivity and symmetry axioms, a complete set of
equivalences may be determined.

3 Conclusion
In this paper, transitivity, reflexivity and symmetry ax-
ioms were induced from computer vision data obtained
from the observation of a simple game playing scenario.
It is worth pointing out that the simplicity of the scenarios
does not compromise the importance of the findings. The
application of the axioms obtained is not constrained to
the scenarios where they were inferred, but they are gen-
eral rules that are present in a variety of reasoning pro-
cesses. The further use of these rules on diverse domains
is an issue to be taken into account by future investiga-
tions.

Also subject to future investigations is the inclusion
of an actuator module in the system. The theories con-
structed from observation could, thus, be executed in the
real world and, as a result, be further refined according to
the interaction of the agent with its environment.
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