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Abstract

This thesis describes research work undertaken in the fields of text and questionnaire

mining. More specifically, the research work is directed at the use of text classification

techniques for the purpose of summarising the free text part of questionnaires. In this

thesis text summarisation is conceived of as a form of text classification in that the

classes assigned to text documents can be viewed as an indication (summarisation) of

the main ideas of the original free text but in a coherent and reduced form. The reason

for considering this type of summary is because summarising unstructured free text,

such as that found in questionnaires, is not deemed to be effective using conventional

text summarisation techniques. Four approaches are described in the context of the

classification summarisation of free text from different sources, focused on the free text

part of questionnaires. The first approach considers the use of standard classification

techniques for text summarisation and was motivated by the desire to establish a bench-

mark with which the more specialised summarisation classification techniques presented

later in this thesis could be compared. The second approach, called Classifier Genera-

tion Using Secondary Data (CGUSD), addresses the case when the available data is not

considered sufficient for training purposes (or possibly because no data is available at

all). The third approach, called Semi-Automated Rule Summarisation Extraction Tool

(SARSET), presents a semi-automated classification technique to support document

summarisation classification in which there is more involvement by the domain experts

in the classifier generation process, the idea was that this might serve to produce more

effective summaries. The fourth is a hierarchical summarisation classification approach

which assumes that text summarisation can be achieved using a classification approach

whereby several class labels can be associated with documents which then constitute

the summarisation. For evaluation purposes three types of text were considered: (i)

questionnaire free text, (ii) text from medical abstracts and (iii) text from news stories.
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Chapter 1

Introduction

1.1 Overview

In the last decades there has been a dramatic increase in the number of computer users,

mainly because of the popularization of the Internet and the feasibility of automating

office processes using dedicated software. This has led to a constant growth in the

amount of computer readable text produced, stored and handled; despite the fact that

text information is still widely used in printed paper format. Almost all the printed

text information that has been produced over the last twenty years, across the world,

has been created using “word processing” software of some form. The motivation for

wanting text to be summarised vary according to the field of study and the application

of interest; however, it is very clear that, in all cases, what is being pursued is the idea

of presenting the text content in a coherent but reduced form.

The focus of the work described in this thesis is the summarisation of the free text

found in questionnaires using text classification methods. In the context of this thesis

the term “free text” refers to “free form” text that is not restricted by (for example)

some database schema; thus the text commonly found in literature, newspaper articles

and so on. Questionnaires are a useful and common research tool, used in many fields

of study, for collecting information from groups of respondents. Questionnaires contain

a series of questions that can either be closed-ended or open-ended [72]. In the case of

closed-ended questions the respondents choose an answer from a given set of options;

the answers are then stored in a tabular format. On the other hand, in the case of

open-ended questions the respondents formulate their own answers in their own words

by writing text, therefore the answers are stored in a free text format. Although the

classic way in which questionnaires are presented to respondents is in written form,

nowadays the use of electronic based questionnaires is also common because of the

automated processing advantages offered (no need to first transcribe or scan answers

into an electronic format).

The individual purpose of a questionnaire will indicate the way it is constructed,

the frequency in which it will be applied and the target group to whom it is directed.
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The construction of the questionnaire will take into account the nature of the relevant

data that needs to be garnered from the respondents; because, as Gillham [35] states:

“good research cannot be built on poorly collected data”. The analysis of the information

gathered using questionnaires has usually been done using statistical techniques. The

extraction of “deeper” information and patterns from questionnaire data (both tabular

and free text), beyond straightforward statistical analysis, can be achieved using data

mining. The term data mining refers to the extraction or discovery of knowledge

from large amounts of data [41]. Knowledge in this context means useful or strategic

information that was unexpected or not clearly seen at first.

This thesis is focused on the analysis of the free text element frequently included

in questionnaires; because, while extracting meaning from the tabular part of ques-

tionnaires is relatively straightforward, extracting meaning from the free text part still

presents a challenge especially when we consider that, in most cases, the texts are

short, unstructured and contain misspelled words, poor grammar, and abbreviations

and acronyms related to a specific domain. Unstructured text refers to text that is not

organised in a predefined structure. There are a number of alternative ways in which

the extraction of useful information from text can be conducted. For example, using

Natural Language Processing (NLP) [65] or Information Retrieval (IR) [6] techniques.

However, given the inherent characteristics of questionnaire free text data, as men-

tioned above, these approaches are unlikely to produce an appropriate result, because

as Mitchell et al. [75] noted: “With unmoderated mark schemes, the system gener-

ates a number of marking errors when faced with unexpected but allowable responses,

synonyms and phraseology”. Additionally, Soderland [96] stated: “Unfortunately, stan-

dard natural language processing (NLP) extraction techniques expect full, grammatical

sentences, and perform poorly on the choppy sentences fragments that are often found

on web pages”. The approach proposed in this thesis is founded on the concept of text

classification.

In this thesis the term “text summarisation” refers to the automated or semi-

automated generation of summaries from free text documents using data mining tech-

niques (although it is acknowledged that techniques other than data mining techniques

can equally well be applied to achieve the desired text summarisations, however these

are not the focus of this thesis). There are various data mining techniques (and by

extension machine learning techniques) that may be adopted to achieve the desired

text summarisation, the one proposed in this thesis is text classification. Text classifi-

cation is primarily concerned with the assignation of one or more predefined categories

to text documents according to their content [28]. It can be implemented as an auto-

mated process involving none or just a small amount of participation from the domain

experts/end user. In the case of questionnaire data, if desired, the tabular part of

the data can be processed at the same time in order to add more information to the
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extracted knowledge.

With respect to the work described in this thesis text summarisation is conceived

of as a form of text classification in that the classes assigned to text documents can be

viewed as an indication (summarisation) of the main ideas of the original free text but

in a coherent and reduced form. Coherent because the class names that are typically

used to label text documents tend to represent a synthesis of the topic with which the

document is concerned. Reduced because the use of class labels leads to a succinct

articulation of the content of the original text. It is acknowledged that a summary of

this form is not as complete or as extensive as what some observers might consider to

be a summary; but, if we assign multiple class labels to each document (questionnaire

free text) then this comes nearer to what might be traditionally viewed as a summary.

It is important to note that although they are intended for different forms of appli-

cation, text summarisation (as envisioned in this thesis) and text classification share

a common purpose, namely to derive meaning from free text (either by producing a

summary or by assigning labels). Thus this thesis presents a study of the use of text

classification methods for text summarisation with respect to the unstructured free text

part of questionnaire data. Four classification summarisation techniques are investi-

gated: (i) using standard classification techniques, (ii) using secondary data to generate

classifiers to be applied to primary data, (iii) using a semi-automated rule summari-

sation extraction tool that requires user interaction, and (iv) using a hierarchical text

classification approach to generate the desired summaries. These techniques will be

extensively described and analysed in their respective chapters later in this thesis.

The remainder of this introductory chapter is organised as follows. Section 1.2

presents the motivations for the work presented in this thesis. The research question

and the related issues are described in Section 1.3. Section 1.4 presents a formal defi-

nition of the problem addressed by the research presented in this thesis. The research

methodology that was followed is presented in Section 1.5. The contributions of the

work, with respect to data mining and related areas of research, are presented in Section

1.6. Section 1.7 gives a general overview of the organisation of this thesis. A number of

publications by the author are listed in Section 1.8. Finally, a summary of the chapter

is presented in Section 1.9.

1.2 Motivation

The main motivation for the research presented in this thesis, as already noted, is the

desire to extract meaning from the free text element frequently found in questionnaire

data. A number of related motivations are identified:

1. Volume of Data: The growing accessibility and use of computers and the In-

ternet by increasing numbers of people has served to facilitate the collection of
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on-line questionnaire data, much of it in free text format. To keep up with the

increasing amount of questionnaire data there is a corresponding desire to auto-

mate the analysis of this data. The automated analysis of the free text element

of questionnaire data remains a challenge.

2. Fast Analysis: The desire of public and private institutions to speed up the

process of gathering and analysing information (e.g. opinion about politicians,

customer satisfaction with a certain product, medical condition prevalence, etc.)

to improve decision making requires automated processes, so as those proposed

in this thesis.

3. Resource Reduction: Reducing resources required for the analysis of the free

text element in questionnaires, for example through the use of domain experts, is

clearly desirable.

4. Enhance Analysis: The potential for the application of much more sophis-

ticated analysis techniques (such as opinion and sentiment mining, and brand

reputation mining), directed at specific aspects found in questionnaire free text,

will require some form of preliminary processing of this text (such as text sum-

marisation).

5. Integrated Analysis: Related to (4), the potential for integrating information

extracted from the free text part of questionnaires with the tabular element of

questionnaires, or additional datasets, would further facilitate enhanced analysis.

6. No Previous Investigation: To the best knowledge of the author, the gener-

ation of text summaries using text classification techniques has not been widely

investigated in the literature, and thus appropriate investigation is warranted.

7. Diversity of Application: The observation that text summarisation, as envi-

sioned in this thesis, has potential benefits in the context of a variety of application

domains such as medicine, marketing, national security and finance, among oth-

ers. The main benefits would be: (i) to provide a greater insight to data that will

help in decision making and (ii) to help to fulfil the objectives with respect to the

application domain. In some cases unexpected trends could be discovered.

More generally, the mechanisms proposed in this thesis will allow for greater use of

questionnaire information gathering as it will reduce the analysis cost. The automated

extraction of summaries from unstructured questionnaire text will help people to un-

derstand and assimilate the main ideas, contained in large questionnaire collections,

in a clear and concise way regardless of the purpose or domain of application. The

automated extraction of summaries from the free text element of questionnaire data
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is of particular importance in lessening the so called “information load” [25] of the

information age; thus, for example, speeding up the process of decision making.

1.3 Research question and issues

Given the above, the research question to which this thesis is directed is: “can relevant

information be extracted, in the form of a summary, from the free text element often

found in questionnaires using text classification techniques; while at the same time

taking into account that such text is usually sparse, unstructured and contains misspelled

words, poor grammar, and abbreviations and acronyms related to a specific domain?”.

There are five related research issues associated with the provision of an answer to

this research question:

1. Inherent characteristics of the free text part of questionnaires: As al-

ready noted above, the free text part of questionnaires typically features: a lack of

structure, misspelled words, poor grammar, use of abbreviations and acronyms,

and use of negation. The first issue to be addressed was thus how best to overcome

this limitation.

2. Robust classification techniques: With respect to the research presented in

this thesis, robustness refers to the case when the generation of comprehensive

summaries using text classification techniques will require recourse to a consider-

able number of classes (unlike more traditional text classification applications).

Thus a large number of classes is to be expected, and therefore any proposed

solution to the above research question must be able to satisfactorily deal with

this.

3. Mechanism for generating the desired summaries from class labels:

The generation of summaries from class labels assigned to the free text part of

questionnaires will require an effective mechanism whereby class labels can be

used for this purpose.

4. Unbalanced data: In the context of the anticipated mechanisms for generating

text summaries it is expected that in some cases a significant number of examples

per class may not be available, in other cases there will be a large number of

records with respect to some classes (classes that represent common occurrences).

Therefore, the input data can be expected to be unbalanced. Any proposed

classification technique for text summary generation must therefore be able to

deal with unbalanced data.

5. Sufficient training data: Given that a large number of classes can be expected,

sufficient training data must be available so that there are enough examples cov-

ering each class. In cases where sufficient training data is not available it will be
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necessary to identify questionnaire summarisation techniques that can operate

with small numbers of records (examples).

Overall the work described in this thesis can be said to be directed at two principal

objectives as follows:

1. The extraction of relevant information from the free text element of question-

naires.

2. The realization of mechanisms to achieve text summarisation using text classifi-

cation methods.

1.4 Problem definition

In general the techniques presented in this thesis are directed at the summarisation

of free text from questionnaire returns, although its applicability can be extended to

other types of free text. In the context of Questionnaire Data Mining the input is a

collection of n questionnaires, Q = {q1, q2, . . . , qn}, where each questionnaire comprises

a tabular component and a free text component, qi = {Tablei, T exti} (where i is a

numeric questionnaire identifier). The tabular component, in turn, comprises a subset

of a global set of m attribute-value pairs A = {a1, a2, . . . , am}; thus Tablei ⊂ A. The

objective is then to summarise the free text element of the questionnaires in terms of a

sequence of p labels (classes), {c1, c2, . . . , cp}, using a set of k rules, R = {r1, r2, . . . , rk},
to prepend or append domain-specific text to the class labels.

1.5 Research Methodology

To provide an answer to the research question and associated research issues, as de-

scribed in the previous sections, the adopted research methodology was to investigate

and evaluate a series of techniques directed at the summarisation of free text through

text classification. Four techniques in total were considered. The start point for the

study was simply to apply straightforward, well established, standard classification

techniques and use the generated class labels to form a summary. The aim was to

establish a benchmark with which alternative proposed techniques could be compared.

The second technique was directed at considering the issue where insufficient data is

available by considering questionnaire summarisation in terms of classifiers generated

using secondary data. It was also conjectured that the only mechanisms whereby the

large number of class labels issue, and the nature of questionnaire free text, could be

addressed was using some semi-automated rule summarisation extraction tool that re-

quired more user intervention than normally associated with supervised learning. The
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fourth technique investigated was founded on the concept of hierarchical text classifi-

cation. The idea being that a hierarchical approach would be a good way of addressing

the large number of classes issue.

So that the proposed techniques could be evaluated a number of data sets were

used:

• SAVSNET (Small Animal Veterinary Surveillance Network)

- SAVSNET-840-4-FT

- SAVSNET-840-4-TD+FT

- SAVSNET-971-3-FT

- SAVSNET-971-3-TD+FT

- SAVSNET-917-4H

• OHSUMED

- OHSUMED-CA-3187-3H (Cardiovascular Abnormalities)

- OHSUMED-AD-3393-3H (Animal Diseases)

• Reuters-21578

- Reuters-21578-LOC-2327-2H (Locations)

- Reuters-21578-COM-2327-2H (Commodities)

(Details of these data sets will be presented later in this thesis.) In all cases the

free text was typically preprocessed as follows: (i) convert to lower case; (ii) remove

numbers, symbols and stop words (common words that are not significant for the text

classification/summarisation process), (iii) apply stemming (using an implementation

of the Porter Stemming algorithm [106]) and (iv) feature selection. The evaluation

metrics used were overall Accuracy, Area Under the receiver operating Curve (AUC),

Precision, Sensitivity/Recall and Specificity.

1.6 Contributions

The main contribution of the research work presented in this thesis is the use of text

classification methods for text summarisation. As noted earlier, there is little reported

work on extracting meaning, in the form of summaries, from free text by using text

classification methods. More specifically the work described makes the following con-

tributions:

1. An evaluation of the use of the concept of text classification in the context of

questionnaire free text summarisation.
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2. A demonstration of the benefits of the usage of classification for summarisation

that addresses the issues associated with the nature of the free text element of

questionnaire data, which tends to be unstructured and includes misspellings,

abbreviations and domain specific terminology.

3. An investigation into the use of secondary data to support free text classification

and specifically questionnaire free text summarisation.

4. An investigation into the incorporation of domain experts into the text classifi-

cation summarisation process.

5. A hierarchical classification mechanism to provide text summarisation with re-

spect to questionnaire data.

6. Implementations of a number of approaches to generating summaries from the free

text element of questionnaire data, namely: (i) standard classification techniques,

(ii) use of secondary data, (iii) semi-automated summary generation (requires end

user involvement) and (iv) hierarchical classification for text summarisation.

7. An investigation into the SAVSNET [83] questionnaire data collections.

8. Supporting investigations using the OHSUMED and Reuters data collections.

1.7 Organisation of the thesis

The rest of this thesis is organised as follows. Chapter 2 presents a literature review

of the relevant areas that are of concern with respect this thesis (Questionnaire Data

Mining, Text Classification and Text Summarisation). Chapter 3 describes the pre-

processing of questionnaire data and a description of the data sets used. Chapter 4

presents the first text summarisation technique proposed, which made use of stan-

dard classification techniques, the performance of which provided a benchmark with

which to compare the following techniques. Chapter 5 describes the text questionnaire

summarisation technique which considers Classifier Generation Using Secondary Data

(CGUSD). Chapter 6 then describes the third text summarisation technique that uses a

Semi-Automated Rule Summarisation Extraction Tool (SARSET). Chapter 7 presents

the fourth proposed technique that uses hierarchical text classification for text sum-

marisation. Experiments and results for each proposed technique, in comparison with

the benchmark technique, are included in Chapters 5, 6 and 7 respectively. Finally,

in Chapter 8, a comparison of the proposed techniques is presented along with some

conclusions and future work.
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1.8 Publications

A number of papers and technical reports were produced as part of the research de-

scribed in this thesis:

1. M. F. Garcia-Constantino. Technical report of the text summarisa-

tion of the free text section of questionnaires related to Veterinary

practice. Department of Computer Science, University of Liverpool.

Technical report, 2010. In this technical report a number of text summarisa-

tion approaches were reviewed taking into account their possible application in

summarising the free text of questionnaires related to a specific domain area, in

this case Veterinary Science. At the end of the report the most likely effective text

summarisation techniques, to be used in this context, are presented. A significant

portion of the material in this report is utilised in Chapter 2 of this thesis.

2. M. F. Garcia-Constantino, F. Coenen, P. Noble, A. Radford, C. Set-

zkorn, and A. Tierney. An Investigation Concerning the Generation

of Text Summarisation Classifiers using Secondary Data. Proceedings.

Machine Learning and Data Mining in Pattern Recognition, Lecture

Notes in Computer Science 6871 Springer 2011, pp387-398. This paper

addressed the issue where it was desired to summarise the free text element of

questionnaires, but no suitable training data was available. Text summarisation

classifiers are generated using secondary data and then applied to the primary

data for the purpose of text summarisation. The primary data source was real

questionnaire data. The secondary data was extracted from an online biblio-

graphic database of biomedical information. Material presented in this paper has

been incorporated in Chapter 5 of this thesis.

3. S. Chua, F. Coenen, G. Malcolm, and M. F. Garcia-Constantino. Us-

ing Negation and Phrases in Inducing Rules for Text Classification.

Proceedings. AI-2011: Research and Development in Intelligent Sys-

tems XXVIII (Incorporating Applications and Innovations in Intelli-

gent Systems XIX), Springer 2011, pp153-166. Although not specifically

directed at questionnaire text summarisation, this paper investigated the use of

negated features in the Inductive Rule Learning (IRL) process by dynamically

identifying the features to be negated. The paper also considered text classifi-

cation based on a “bag of phrases” representation motivated by the observation

that a phrase contains more information than a single keyword. The significance

with respect to this thesis is that the concept of negation and the bag of phrases

representation in text classification has application with respect to text summari-

sation. Material presented in this paper has been incorporated into the previous
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work chapter of this thesis (Chapter 2).

4. M. F. Garcia-Constantino and F. Coenen. A Survey on Question-

naire Data Mining. Department of Computer Science, University of

Liverpool. Technical report, 2011. This technical report gives a general

background, literature review and a categorisation of questionnaire data mining

techniques. It also discussed the relevant data mining techniques based on the

part of the questionnaire to be mined (tabular, free text or both). A significant

portion of the material in this report is utilised in Chapter 2 of this thesis.

5. M. F. Garcia-Constantino, F. Coenen, P. Noble, A. Radford, and C.

Setzkorn. A Semi-Automated Approach to Building Text Summarisa-

tion Classifiers. Proceedings. Machine Learning and Data Mining in

Pattern Recognition. Lecture Notes in Computer Science. Springer

2012. In this paper a semi-automated summarisation extraction technique to

generate text summarisation classifiers was presented. A realisation of this tech-

nique, SARSET (Semi-Automated Rule Summarisation Extraction Tool), was

also presented and evaluated using real questionnaire data. The motivation for

the work was the observation that the generation of rule-based classifiers from the

SAVSNET data might benefit from the intervention of domain experts. Material

presented in this paper has been incorporated in Chapter 6 of this thesis.

6. M. F. Garcia-Constantino, F. Coenen, P. Noble, A. Radford, and C.

Setzkorn. A Semi-Automated Approach to Building Text Summarisa-

tion Classifiers. Journal of Theoretical and Applied Computer Science.

Vol. 6, No. 4, pp. 7-23, 2012. This paper is a continuation and extension of

the previous paper about the SARSET technique (paper number 5 in this list).

Additional data sets and classification methods were used for the purpose of eval-

uation and comparison with respect to SARSET. Material presented in this paper

has been incorporated in Chapter 6 of this thesis.

7. M. F. Garcia-Constantino, F. Coenen, P. Noble and A. Radford. Ques-

tionnaire Free Text Summarisation Using Hierarchical Text Classifica-

tion. Proceedings. AI-2012: Research and Development in Intelligent

Systems XXIX (Incorporating Applications and Innovations in Intel-

ligent Systems XX), Springer 2012, pp35-48. This paper presented an

approach to the generation of text summaries using a hierarchical text classifica-

tion approach. Compared to other text summarisation techniques, the proposed

approach provided a more intuitive way of understanding free text and a greater

ability to handle large document sets because of the inherent support for the

“divide-and-conquer” strategy provided by hierarchical classification techniques.

Material presented in this paper has been incorporated in Chapter 7 of this thesis.
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8. M. F. Garcia-Constantino, F. Coenen, P. Noble and A. Radford. Free

Text Summarisation of Structured and Unstructured Free Text Us-

ing Hierarchical Classification. In preparation. This unpublished paper

presents an investigation into the summarisation of structured and unstructured

free text using hierarchical text classification. This paper extends the technique

presented in the previous paper concerning the hierarchical classification tech-

nique used for text summarisation. Apart from SMO, three other classification

techniques are also considered, namely: (i) C4.5, (ii) Naive Bayes and (iii) RIP-

PER. Material presented in this paper has been incorporated in Chapter 7 of this

thesis.

1.9 Summary

This chapter has presented a general overview and a background to the research de-

scribed in this thesis. The motivation for the work and the research question to be

addressed were presented, together with a concise explanation of the adopted research

methodology and the contribution of the research. The ideas introduced in this chapter

are covered extensively in the remainder of this thesis, commencing with a review of

existing work in the following chapter.
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Chapter 2

Literature Review

2.1 Introduction

This chapter presents a review of the relevant background knowledge with respect to

the research addressed in this thesis. Section 2.2 presents the concept of Data Mining

and the KDD (Knowledge Discovery in Databases) process in order to give an overview

of the foundations of the research and of the state of the art with respect to techniques

typically used to extract useful information from data. Section 2.3 describes the ex-

traction of useful information from questionnaires using data mining techniques, places

the Questionnaire Data Mining research domain within the data mining landscape and

introduces the idea of mining tabular and textual information from questionnaires. In

Section 2.4 feature selection techniques for text classification are reviewed as well as the

most relevant approaches and evaluation measures. Section 2.5 describes existing work

on text summarisation and the evaluation measures used, and it also provides a review

of a number of text summarisation approaches that use text classification methods but

in a different manner to that described in this thesis. Finally, a summary of the chapter

is presented in Section 2.6.

2.2 Data Mining and the Knowledge Discovery in Databases
(KDD) process

Data mining refers to the extraction or discovery of knowledge from large amounts

of data [41]. Knowledge in this context means useful or strategic information, that

was unexpected or not clearly observable in the first instance, which can be used for

decision making. KDD is defined by Fayyad et al. [27] as the “non-trivial process of

identifying valid, novel, potentially useful, and ultimately understandable patterns in

data”, where data mining is the step in which the algorithms for pattern extraction are

applied to data in order to produce the patterns. According to Han et al. [41], the

KDD process comprises the following steps: (i) data cleaning, (ii) data integration, (iii)

data selection, (iv) data transformation, (v) data mining, (vi) pattern evaluation and
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(vii) knowledge presentation. It is beyond the scope of this thesis to describe each step

of the KDD process, thus, the rest of this section concentrates on the data mining step

within the overall KDD process only.

Goals of Data Mining


V erification

Discovery


Prediction

Description

Figure 2.1: Goals of Data Mining

The goals of data mining, according to Fayyad et al. [27], are shown in Figure

2.1. In the case of verification, a certain hypothesis is required to be validated by the

system; whereas, discovery is directed at the identification of patterns. Discovery is

divided into prediction and description; while in the former the patterns discovered by

the system are used to predict future outputs, in the latter they are used to provide

human understandable descriptions. The data mining goals pursued by the research

described in this thesis can be said to be directed at both prediction and description.

Despite the fact that many researchers [27, 41, 85] identify different data mining

areas of concern (classification, regression, clustering, association, summarisation, de-

pendency modelling), three of these can be identified as the most dominant:

• Classification: The supervised process of finding a model (classifier) based on

labeled or pre-classified “training data” in order to be able to predict the classes

to which unlabelled data belongs [41].

• Association: The unsupervised process of finding frequently occurring itemsets

in data so as to produce what are called “association rules” of the form A⇒ B,

where A and B are non-overlapping itemsets. To measure how interesting or

relevant a rule is, support and confidence measures are typically used [41].

• Clustering: The unsupervised process whereby data is grouped into clusters

based on the similarities between the items that comprise the data. The similar-

ities are typically defined according to some distance function (such as Euclidean

distance) [41].

As stated in Chapter 1, the approaches presented in this thesis utilise text classification

methods for the purpose of text summarisation. Therefore, the data mining technique

which is of greatest significance with respect to this thesis is classification.

Data mining techniques can also be categorised according to the kind of data and/or

application domain at which they are directed. Sometimes a domain can be considered
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as a part of another domain because it is addressing a specific issue (for example,

opinion mining can be argued to be akin to text mining); furthermore, a domain can

be the result of combining two domains (for example, spatio-temporal data mining

is derived from spatial data mining and temporal data mining). The most significant

data mining domains within the overall context of data mining can be considered to be:

spatial, text, temporal, spatio-temporal, audio, video, multimedia (audio and video),

opinion, data stream, graph and web mining. The data mining domain of interest with

respect to the research described in this thesis is text mining.

According to Han et al. [41], text mining is concerned with the discovery of “knowl-

edge from semistructured text data using methods such as keyword-based association

analysis, document classification, and document clustering”. Similar to this descrip-

tion are the definitions of Roiger and Geatz [85], and Hotho et al. [52], which can

be summarised as defining text mining as “the extraction of useful patterns from free

text by using algorithms and methods from the machine learning and statistics fields”.

Related areas that have contributed to the improvement of text mining approaches

are: Natural Language Processing (NLP), Information Retrieval (IR) and Information

Extraction (IE).

Natural Language Processing (NLP) is defined by Joshi [65] as: “the study of mathe-

matical and computational modelling of various aspects of language and the development

of a wide range of systems”. Hotho et al. [52] define Information Retrieval (IR) as:

“the finding of documents which contain answers to questions and not the finding of

answers itself ”. Hotho et al. [52] also state that the goal of Information Extraction

(IE) is: “extraction of specific information from text documents”.

Text mining is a broad area of research filled with different approaches and tech-

niques to address the challenges imposed by particular problems. In the context of the

research described in this thesis, the classification and summarisation of the textual

element of questionnaires are of interest. Thus the research presented in this thesis can

also be considered to fall within the areas of Questionnaire Analysis and Questionnaire

Data Mining when applied to questionnaires that contain free text (questionnaires can

of course be comprised entirely of closed-ended questions). In Section 2.3 the rela-

tionship between Questionnaire Data Mining and Text Mining is considered in more

detail. Text classification and text summarisation are considered in Sections 2.4 and

2.5 respectively.

2.3 Questionnaire Data Mining (QDM)

As noted in Chapter 1, questionnaires are a useful and common research tool for col-

lecting information from a group of respondents. Questionnaires typically consist of

closed-ended and open-ended questions, answers are stored in tabular and free text for-

mats respectively. Questionnaires are used in many fields so as to gather information
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from a target group of respondents. The analysis of responses is typically conducted in

order to aid and improve some decision making process.

Many different data types can be identified within both the tabular and the free

text element of questionnaires. Chen and Weng [14] note that questionnaire tabu-

lar data typically includes more data types than those that are usually encountered

in data mining (nominal/boolean, ordinal, quantitative). Based on Marshall’s [72]

categorisation of possible types of tabular data that can result from a questionnaire,

Chen and Weng [14] defined seven possible types of tabular data: (i) nominal (cate-

gories), (ii) multiple-choice (lists), (iii) quantitative (numbers), (iv) ordinal (ranks), (v)

fuzzy ordinal (linguistic ranks), (vi) multiple-choice ordinal (multiple-ranks) and (vii)

multiple-choice fuzzy ordinal (multiple-linguistic ranks). On the other hand, while it

is clear that the free text part of a questionnaire contains text, in many cases there

are numerical or other types of data mixed within the text that might, during the pre-

processing, either be considered to be noise and thus removed or considered relevant

and be identified ready for further analysis. The pre-processing of the tabular and free

text part of questionnaires is extensively covered in Chapter 3.

An interesting trend in questionnaire data mining research is that most of the

proposed techniques have been developed in Japan. A possible reason is the popularity

of the Kansei Engineering method [78] in Japan. This method aims at the design

and production of products based on the feelings and impressions of consumers. The

favoured mechanisms for gathering consumer feedback is through questionnaires and

surveys, either written or electronically-based, to which statistical and, more recently,

data mining techniques have been applied to extract useful information.

While the extraction of useful information from the tabular part of questionnaires is

straightforward (for example using well established data mining techniques), extracting

useful information from the free text part is more challenging because, as already noted,

this kind of text is usually sparse, unstructured and typically contains misspelled words,

poor grammar, and abbreviations and acronyms related to a specific domain.

2.3.1 Overview of QDM approaches

There is considerable reported work on extracting meaning from questionnaire data

focusing either: (i) only on the tabular part [14], (ii) only on the free text part [1, 34,

32, 30, 45, 50, 104, 108] or (iii) on both [49, 46, 86, 100]. Taking as a foundation the

questionnaire data mining categorisation presented by Chen and Weng [14], Figure 2.2

presents the most relevant approaches according to the part of the questionnaire that

they are focused on. Thus, the main categories are based on the type of questions:

closed-ended (tabular data), open-ended (free text) or both. As noted above, most

of the proposed approaches found in the literature are from Japanese researchers and

many have been published in Japanese language research venues [37, 47, 48, 56, 55, 54,
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57, 77, 79, 88, 87, 101, 102, 109], the review presented here only considers research that

has been published at English language venues. The covered approaches are explained

and discussed in more detail in the following sections. The approaches proposed by the

author that appear in Figure 2.2 are extensively discussed in Chapters 5, 6 and 7.

Figure 2.2: Questionnaire Data Mining relevant approaches.

2.3.2 QDM approaches directed at closed-ended questions (tabular
data)

As already noted, the application of data mining techniques to the tabular element

of questionnaires does not present a particular challenge, tabular data mining is well

understood. It can be conjectured that this is the reason for the scarcity of reported

work that addresses specifically the mining of the tabular part of questionnaires. How-

ever, Chen and Weng [14] proposed the use of Fuzzy Association Rule Mining (FARM)

to extract knowledge from tabular questionnaire data. In order to do so they devised

the CLL (Category, List and Linguistic) algorithm, which is based on the classic Apri-

ori algorithm [3]. The main claimed distinctions between the CLL algorithm and the

Apriori algorithm were: (i) while the Apriori algorithm only takes into account nomi-

nal/boolean data, the CLL algorithm considers more data types; (ii) unlike the Apriori

algorithm, the CLL algorithm uses similarity functions to measure the similarity be-

tween items; and (iii) in the Apriori algorithm an itemset can be contained or not in

a transaction, on the other hand, the CLL algorithm can partly include an itemset in

a transaction. The results of the performance evaluation of the CLL algorithm were

compared to those of the Apriori algorithm, showing a significantly better performance

with respect to the CLL algorithm.
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2.3.3 QDM approaches directed at open-ended questions (free text)

Mining the answers to open-ended questions (free text) can be done by applying estab-

lished text analysis approaches, for example, we can attempt to use Natural Language

Processing (NLP) [65] or Information Retrieval (IR) [6] techniques. However, given the

unstructured nature of questionnaire free text data these approaches are difficult to ap-

ply, and thus unlikely to produce an effective result. There are a number of approaches

focused specifically on mining the free text part of questionnaires. It should be noted

that, with respect to the analysis of the questionnaires designed to support the Kansei

Engineering method in Japan, the free text is in Japanese, a language whose word

representation and text structure is very different from that of English, thus requiring

a very different form of analysis.

A well known automated approach to extract useful information from the free text

part of questionnaires was presented by Yamanishi and Li [108], in which two statistical

learning techniques (rule analysis and correspondence analysis) were combined and ap-

plied to a balanced set of questionnaires where the free text element had been separated

into phrases and words to facilitate the extraction of characteristics for individual anal-

ysis targets (objects from questionnaires, for example cars) and relationships between

the characteristics of the targets. Survey Analyser (SA), a system for survey analysis

based on the two statistical learning techniques, was developed to support the approach.

The structure of the free text questionnaire answers considered in [108] does not seem

to be an issue because the given answers are short (one sentence). The rule analysis

technique is intended to discover classification and association rules. The discovered

classification rules were considered to be a representation of the characteristics of the

target, whilst the discovered association rules were considered to be a representation of

the strengths of the associations between the open answers and the target. The corre-

spondence analysis technique consisted of creating a table listing the co-occurrences of

data between the targets and the extracted keywords from the free text. The targets

and the keywords were then represented in a two-dimensional positioning map where

the strengths of the association between elements was measured according to how close

they were (in a similar way as the distance measurement used in clustering techniques).

The objective of the semi-automated approach presented by Hiroko et al. [50] was

the extraction of people’s intentions from open-ended questionnaire responses, such as

complaints or requests. To achieve this objective, a criterion based on paraphrasing

was developed for judging request intentions in response texts. Hiroko et al. assumed

that responses with request intentions could be paraphrased into expressions used more

commonly for requests, such as “I would like to...”. On the other hand, responses that

do not have an implicit request intention could not be paraphrased in this way. Three

aspects were taken into account to evaluate the criterion: (i) objectivity, (ii) repro-

ducibility and (iii) effectiveness. Objectivity refers to how machine learning methods
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can learn the criterion from text that has previously been tagged as indicating an in-

tention. Reproducibility refers to the consistency of the judgement evaluation carried

out by human subjects. Effectiveness refers to the ability of achieving the same results

without using the criterion. The machine learning methods used were the Maximum

Entropy Method (MEM) and Support Vector Machines (SVMs).

Hiramatsu et al. [45] presented a system to support the analysis of open-ended

questions by extracting only atypical or unexpected opinions present in the answers.

The system classified opinions as typical or atypical. Hiramatsu et al. emphasized the

significance of open-ended questions by noting that they reflect directly the opinions

of the respondents (unlike closed-ended questions). Typical opinions were defined in

terms of: (i) the similarity of the answers in closed-ended and in open-ended questions,

(ii) the existence of such opinions in an “opinion base” holding all the opinions given in

previous applications of the questionnaire and (iii) the relevance of opinions regarding

the domain of the questionnaires. Atypical opinions were simply defined as being

opinions not considered as typical. Three methods to extract atypical opinions were

presented: (i) according to the ratio of typical word combinations in the sentences

making up an answer (the basic method), (ii) based on the keyword distance obtained

after identifying keywords in the opinions and comparing them with words contained

in a “typical word” database and (iii) based on the use of delimiters to split sentences

containing opinions into phrases. From the results of the experiments carried out to

compare the three methods, Hiramatsu et al. found that the third method provided

the most effective result.

The approach proposed by Uchida et al. [104], based on co-occurrence analysis, is a

semi-automated system for extracting the keywords from the free text element of ques-

tionnaires and visualising the relationship among sentences. A text mining technique

called the Hierarchical Keyword Graph (HK Graph) technique was used to extract the

keywords and to represent them in a hierarchical structure. In the HK Graph tech-

nique the free text was first divided into words, keywords were then identified by human

users. Next the co-occurrence between the selected keywords and other words in the

text was calculated; words with the highest co-occurrence values were extracted and

represented as a hierarchical graph structure. A set of statistical techniques, known

as Multi Dimensional Scaling (MDS), was used to interactively cluster the respondents

(people who answered the questionnaires) in a visual space according to the similarity

between the extracted keywords, in order to visualise the relationship among the ex-

tracted keywords from each cluster, and therefore the tendencies of the opinions given

by the respondents.

Another approach based on co-occurrence analysis was presented in [1], where Abd-

Elrahman et al. compared domain expert’s interpretations of free text to the auto-

mated performance of a keyword co-occurrence text mining algorithm implementation

18



included in the Wordstat software1. The questionnaires were pre-processed by organis-

ing the text and by correcting misspelled words. The free text interpretation included

the manual identification of categories and subcategories relevant to the domain to in-

crease the resolution of the analysis. A “keywords” list and an “excluded words” list

were created to identify words relevant to the domain as opposed to significant words

defined in terms of their linguistic value. A co-occurrence text mining algorithm was

then applied automatically.

2.3.4 QDM approaches directed at both closed-ended and open-ended
questions (tabular data and free text)

Four approaches addressing questionnaire mining by combining tabular data and free

text can be identified from within the literature [46, 47, 86, 100]. In [47], Hirasawa and

Chu presented an automated method based on Probabilistic Latent Semantic Indexing

(PLSI) [51] to extract useful information from documents with both fixed (tabular) and

free (free text) formats, such as questionnaires, by representing both the tabular data

and the free text as matrices, merging them, weighting their contents and clustering

them according to similarity measures. The clusters were then analysed using statistical

techniques and knowledge was extracted from them. PLSI is based on the Latent

Semantic Indexing (LSI) model in which each document and query vector are mapped in

order to reduce the dimension of the vector space by using Single Value Decomposition

(SVD). Hirasawa and Chu noted that the performance of their method was dependent

on the structure of the documents subject to the analysis.

In [46] Hirasawa presented two algorithms: one for processing both tabular data

and free text, and another for extracting important sentences from questionnaire data.

The algorithms were combined with statistical techniques, thus forming an automated

method for extracting useful information from questionnaires. In a similar way as in

[47], PLSI was used not only to cluster the questionnaires, but also to classify them

if desired. Important sentences were extracted from the free text using one of the

proposed algorithms, and statistical techniques such as multiple linear regression were

applied to the tabular data. The outputs of the clustering and classification processes

were combined separately with the outputs of the extracted sentences from the free

text and with the outputs of the statistical techniques applied to the tabular data to

extract useful information.

In the approach presented by Svátek [100], the objective was to use both the tabular

data and the free text part of questionnaires to build a domain ontology to discover as-

sociation rules in questionnaire tabular data. An ontology is a set of concepts and their

relationships within a domain. Svátek stated that the text found in both the tabular

and free text part of questionnaires can be used as ontology components (e.g. classes,

1http://www.kovcomp.co.uk/wordstat/wordbroc.html.
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relations and instances). In this context, the ontologies were used as a mechanism for

both: (i) semi-automatically focusing the mining process and (ii) for assisting in the

interpretation of the discovered knowledge. Two case studies were presented where the

ontology design process was conducted manually, it is suggested that a tool based on

POS (Part-Of-Speech) tagging might be implemented to support the technique.

The fourth identified dual questionnaire mining approach was that of Rosell and

Velupillai [86], who proposed a semi-automated system aimed at the generation of hy-

pothesis from questionnaire data by applying text clustering to the free text element

and classification to the tabular element. While the text clustering process was semi-

automated, the evaluation of the clusters generated against the classified tabular data

was automated. The method comprised four steps: (i) clustering the free text, (ii)

identifying interesting clusters, (iii) exploring the content of the clusters and (iv) for-

mulating hypotheses. The free text was represented as a text-by-word matrix using

the vector space model. An algorithm, the Relative Clustering Algorithm, was used

to construct a cluster of the words related to a text cluster in order to be used as a

description of the cluster. Tabular data was used as a way of categorising the clusters

generated for the free text.

2.4 Text Classification

Text classification can also be referred to as text categorisation; however, in this thesis

the term text classification is used throughout. According to Fragoudis et al. [28],

text classification is “the task of assigning one or more predefined categories to natural

language text documents, based on their contents”. The survey presented by Sebastiani

[90] indicated that using machine learning techniques for automated text classification

has more advantages than the approaches that rely on domain experts to manually

define a classifier. In this survey the problems that are discussed are: document repre-

sentation, classifier construction and classifier evaluation. Similar to the classification

applied within the context of the mining of tabular data, the approaches in text clas-

sification can be divided according to whether the texts have a single label or multiple

labels associated with them as shown in Figure 2.3.

Text Classification


Single− labelled


Binary classification

Multi− class classification

Multi− labelled

Figure 2.3: Text Classification.
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In single-labelled text classification a document can only be related to one specific

label. In binary text classification each document is assigned to either a specific pre-

defined category (single label) or to the complement of that category [90]. As noted by

Wang [105], this type of text classification can be considered as a two-class (positive or

negative) approach. On the other hand, multi-class classification refers to the situation

where each document is assigned a category from a set of n classes (where n > 2). Multi-

labelled text classification refers to the case in which a document can be associated

with more than one label. In the subsections below the following topics related to text

classification are considered: feature selection, algorithms, evaluation measures and

approaches.

2.4.1 Feature Selection in Text Classification

Feature selection refers to the process of selecting relevant features from text where

typically each term (word/phrase) in the text represents a feature. The aims are to

improve both the effectiveness of the classification and the efficiency in computational

terms (by reducing the dimensionality) [84]. Miner et al. [74] categorised text mining

feature selection approaches according to whether they were based on:

1. Information theory: Addressing the best way to process signals and compress

and communicate data.

2. Statistics: Determining the statistical correlation between the terms and the

class labels of the documents.

3. Frequency: Determining the importance of the terms based on their frequency

and on the document frequency.

In relation to the Information Theory and the Statistics methods, Frequency meth-

ods are less computationally expensive. The most relevant approaches with respect

to these categories and the work described in this thesis are described in the following

subsections, namely: (i) Information Gain (IG), (ii) Chi-squared (χ2), (iii) Correlation-

based Feature Selection (CFS) and (iv) Term Frequency-Inverse Document Frequency

(TF-IDF). A justification of which feature selection methods were used for the work

described in this thesis, and how they were used, is presented at the end of this section.

2.4.1.1 Information Gain (IG)

Information Gain (IG) is based on Information Theory, which is concerned with the

processing and compression of signal and communication data, and was introduced in

1948 by Claude Shannon [91] who is considered to be the “father” of information theory.

According to Miner et al. [74] IG “measures how much the uncertainty about the target

variable, called entropy, is reduced when the feature is used”. In other words, given
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that entropy is a measure of uncertainty with respect to a training set (or the amount

of information required to assign a class label to an instance), IG is an indicator of

how much information is gained from an initial to a new entropy of a feature. It is

calculated as follows:

Gain(A) = Info(D)− InfoA(D) (2.1)

where D is a data partition which comprises instances in a node N , which represents

tuples of partition D. The information required to assign a class label to an instance

in D, in other words the entropy of D, is given by:

Info(D) = −
m∑
i=1

pi log2(pi) (2.2)

where a class label can have m different values and pi is the probability that an instance

belonging to D is related to a certain class. The information required to produce a

correct classification is given by:

InfoA(D) =

v∑
j=1

|Dj |
|D|
× Info(Dj) (2.3)

|Dj |
|D| represents the weight of the j th partition. A feature with high IG has a better

occurrence prediction of the target variable. Typically, features are ranked according to

their IG and the features with higher values (which have a better prediction capability

with respect to the class labels) are chosen.

2.4.1.2 Chi-squared (χ2) statistic

The Chi-squared (χ2) statistic measures the lack of independence between a feature and

a class to which a document is related [111]. The more independent, the more irrelevant

a feature is with respect to a certain class. The Chi-squared statistic is calculated for

each term and, after ranking all the features, the most relevant are chosen. In the

formal definition of Chi-squared, two features A and B are considered; they can have

different values and are paired: (Ai, Bj), where A and B can take any value a or b

respectively, from 1 to c in the former and from 1 to r in the later. As explained in

[41], the Chi-squared statistic is then calculated as:

χ2 =
c∑

i=1

r∑
j=1

(oij − eij)2

eij
(2.4)

where, with respect to (Ai, Bj), oij is the observed frequency and eij is the expected

frequency. eij is calculated as:

eij =
count(A = ai)× count(B = bj)

N
(2.5)
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where N is the number of instances, count(A = ai) is the number of instances where

the value for A is ai and count(B = bj) is the number of instances where the value for

B is bj .

In the comparative study of feature selection methods presented by Yang and Ped-

ersen [111] the performance of the Chi-squared statistic is similar to IG when used as a

ranking metric. Miner et al. [74] points out the correlation of the computational cost

of the Chi-squared statistic with the size of the vocabulary.

2.4.1.3 Correlation Feature Selection (CFS)

Correlation Feature Selection (CFS) is used to identify and select sets of features which

are “highly correlated with the class but with low intercorrelation” [107] in order to

remove redundant or irrelevant features. Redundancy in this context is given by a

feature being highly correlated with one or more features. As presented by Witten et

al. in [107], considering two nominal attributes A and B, their correlation is measured

using symmetric uncertainty, which is defined as:

U(A,B) = 2
H(A) +H(B)−H(A,B)

H(A) +H(B)
(2.6)

where H represents the entropy function and H(A,B) the joint entropy of A and B.

Symmetric uncertainty can take values between 0 and 1. The relevance of a set of

features using CFS is determined by:

CFS =

m∑
j=1

U(Aj , C)√√√√ m∑
i=1

m∑
j=1

U(Ai, Aj)

(2.7)

where the C in the numerator indicates the class and the (Ai, Aj) indicates a pair of

attributes in the set of features. If in a selected set of features there is a correlation

between all the m attributes and the class, the numerator (the total symmetric uncer-

tainty) is then m and the denominator
√
m2, thus the CFS value will be 1, which is

the maximum symmetric uncertainty value that can be obtained. In other words it is

not possible to distinguish between classes. It is therefore better to focus on smaller

subsets of features in order to find subsets with low symmetric uncertainty that are

highly correlated with a class label but have a low correlation between them.

2.4.1.4 Feature Weighting with Term Frequency-Inverse Document Fre-
quency (TF-IDF)

The Term Frequency-Inverse Document Frequency (TF-IDF) statistic weights terms

by combining how frequent a term is in a document (TF) with how rare the term is

with respect to the entire document set (IDF) [8]. TF-IDF is calculated as:
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TF − IDF (d, t) = TF (d, t)× IDF (t) (2.8)

where d represents a document, t represents a term, TF is the term frequency and IDF

is the inverse document frequency. Term Frequency (TF) is the number of occurrences

of a term (feature) in a document and is calculated as:

TF (d, t) =

|d|∑
i∈d

1{di = t} (2.9)

Document Frequency (DF) is the number of documents that contain a particular term.

Inverse Document Frequency (IDF) [63], on the other hand, address the issue of DF

not being a good discriminator by considering the importance of terms in relation to

the total number of documents and to the number of documents in which the term is

contained. IDF is calculated as:

IDF (t) = log
1 + |d|
|dt|

(2.10)

where d is the total number of documents and dt is the number of documents in which

the term t is contained. The resulting TF-IDF weight is assigned to each unique term

in the document set and all the terms are ranked from the highest to the lowest weight

value indicating their relevance. A user defined threshold k is used to select the top k

terms.

2.4.1.5 Feature selection methods used

For comparison purposes with respect to the summarisation techniques proposed in this

thesis two alternative feature selection techniques were considered: (i) Term Frequency-

Inverse Document Frequency (TF-IDF) [63] plus Chi-squared [113] and (ii) TF-IDF plus

Correlation-based Feature Selection (CFS) [40]. Both combine TF-IDF with another

feature selection technique, namely Chi-squared and CFS. Chi-squared was chosen be-

cause it is an established and widely used feature selection method that calculates the

Chi-squared statistic of each feature in relation to a given class in order to identify

the features that have relevance with respect to the class. CFS, on the other hand,

identifies subsets of uncorrelated features amongst each other that, as a subset, are

highly correlated with a class. CFS is not as widely used as Chi-squared but presents

an interesting and different idea with respect to the selection of relevant features. In-

formation Gain was not used because experiments (not reported in this thesis) were

found to produce a very similar performance to that obtained using Chi-squared, thus

corroborating the study by Yang and Pedersen [111].

The reasons for using two different feature selection techniques in conjunction with

TF-IDF were: (i) to see how well they performed in conjunction, (ii) to demonstrate
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the effectiveness of combining TF-IDF with other feature selection methods to improve

the selection of relevant attributes and (iii) to compare how well they performed with

data sets containing different types of data. Due to the different nature of the feature

selection techniques used in conjunction with TF-IDF, different search methods were

used in each case: (i) a ranking search method in the case of Chi-squared and (ii) a

genetic search method in the case of CFS.

2.4.2 Relevant Text Classification algorithms

There is no single “best” classification algorithm that can be applied effectively to every

data mining problem. The reasons for this are unclear but it is conjectured that this is

due to the unique characteristics of individual datasets: (i) the type of data, (ii) the size

of the data and (iii) the number and distribution of the classes amongst the records.

Research conducted within the data mining community, over the last few decades, has

resulted in many different techniques that might suit specific conditions (such as small

data sets, data sets comprised mostly of numeric records and data sets that feature a

large number of classes). With respect to the work described in this thesis a number

of different classification techniques were considered: (i) Bayesian Classifiers (Näıve

Bayes), (ii) Decision Trees (C4.5), (iii) Rule Learners (TFPC and RIPPER), (iv) k-

nearest neighbour (KNN), and (v) Support Vector Machines (SMO and LibSVM). Each

is discussed in more detail in the following subsections. The seven indicated algorithms

(Näıve Bayes, C4.5, TFPC, RIPPER, KNN, SMO and LibSVM) were selected for a

variety of reasons, as will become apparent in the following subsections.

2.4.2.1 Bayesian Classifiers

Bayesian classifiers are probabilistic classifiers based on Bayes’ theorem, which was

proposed and named after Thomas Bayes. Bayes’ theorem is usually expressed as:

P (A|B) =
P (B|A)P (A)

P (B)
(2.11)

where A is a hypothesis, B is evidence, P (A|B) is the posterior probability of A condi-

tioned on B, P (A) and P (B) are the prior probabilities of A and B respectively, and

P (B|A) is the posterior probability of B conditioned on A.

Of the many implementations of Bayes’ theorem that have been proposed, the

simplest one (Naive Bayes) is used in this thesis mainly to serve as a benchmark with

which to compare the other classification techniques. Naive Bayes combines prior and

conditional probabilities to calculate the probability of alternative classifications [8].

It is called “naive” because it “naively” makes the assumption that attributes are

independent of each other, thus probabilities can be multiplied. Despite the “naive”

assumption, the Naive Bayes algorithm has proved to be an effective form of classifier
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generator, especially when feature selection has been performed and only non-redundant

(independent) attributes are left.

2.4.2.2 Decision Trees

Decision trees have been used for classification purposes for many years. The main

advantage of using decision trees is their simplicity. The decision tree classification

process can be easily understood and interpreted, and is straightforward to explain.

An additional advantage is that, if desired, rules can be easily generated from decision

trees (see below). The decision tree algorithm adopted with respect to the evaluation

described in this thesis was C4.5. Proposed by Quinlan [82], C4.5 is the successor to the

ID3 (Iterative Dichotomiser 3) algorithm [81] and has established itself as a benchmark

algorithm throughout the data mining community.

2.4.2.3 Rule Learners

As described in [41], classification rules have a general form: if < ANTECEDENT >

then < CONCLUSION >, thus a simple if a then b or a complex if a and b then c.

A common mechanism for generating rule based classifiers is to use Classification As-

sociation Rule Mining (CARM), another is rule induction. As explained in [107], as-

sociation rules can be used to predict a class attribute, however CARM usually results

in a large number of Classification Association Rules (CARs). Support and confidence

thresholds are used in order to limit the number of generated rules by keeping the most

relevant rules. Support is an indicator of the coverage of a rule, while confidence is an

indicator of the accuracy of a rule. Bramer [8] defines support as “the proportion of

right-hand sides predicted by the rule that are correctly predicted” and confidence as

“the proportion of the training set correctly predicted by the rule”. In the context of

the work described in this thesis the rule-based algorithms considered are the TFPC

(Total From Partial Classification) and RIPPER (Repeated Incremental Pruning to

Produce Error Reduction) algorithms.

The TFPC algorithm was proposed by Coenen et al. [18] and is a CARM algo-

rithm based on the Apriori-TFP (Total From Partial) Association Rule Mining (ARM)

algorithm [17]. Apriori-TFP, in turn, was founded on the classic Apriori algorithm [3].

While Apriori-TFP generates association rules, TFPC generates classification associa-

tion rules. The difference between TFPC and other CARM algorithms is that it does

not follow the typical approach of first generating all the rules and then pruning them

to generate a classifier; instead, TFPC comprises a single step in which all the rules

are generated according to a process of identifying the frequent sets of attributes that

can be used to generate CARs.

RIPPER is a CAR mining algorithm proposed by Cohen [19] in which “classes are

examined in increasing size and a set of rules for a class is generated using incremental
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reduced-error pruning” [107].

2.4.2.4 Nearest Neighbour Techniques

Nearest neighbour classification techniques operate using some form of similarity func-

tion to compare new instances with existing instances. The similarity is given by the

representation of each instance as a point in an n-dimensional space where an un-

seen instance is classified according to the nearest classified instances. The distance

between the points is usually measured using Euclidean distance, but other metrics

can be used (for example the Mahalanobis distance or the Chebyshev distance). The

most well known nearest neighbour technique is the K-Nearest-Neighbour (KNN) al-

gorithm. The KNN algorithm classifies unknown instances based on their similarity

to their closest training instances in a feature space. Because of its nature, it is more

computationally expensive than other methods, however KNN is used for evaluation

purposes in this thesis because of its enduring popularity.

2.4.2.5 Support Vector Machines (SVM)

Support Vector Machines (SVMs) are a relatively recent addition to the range of avail-

able classification techniques compared to other classification techniques. However,

SVMs have proved to be very effective in the context of text classification [112]. The

SVM technique operates by separating the training instances in an instance space of

a binary classification problem using a maximum-margin hyperplane; the hyperplane

(among many other existing hyperplanes that can also be used to separate the training

instances) that corresponds to the maximum separation between the training instances

of the two classes. In mathematics, a hyperplane is typically defined as an (n-1)-

dimensional subspace of an n-dimensional vector space. The hyperplanes are based on

the instances of both classes that are near the boundaries that separate them. In the

context of this thesis two SVM algorithms were used: (i) SMO (Sequential Minimal

Optimization) and (ii) LibSVM (Library for Support Vector Machines).

SMO (Sequential Minimal Optimization) was proposed by Platt [80] and is similar to

other SVM algorithms in that it divides a large QP (Quadratic Programming) problem

into smaller QP problems. SMO differs with respect to other SVM algorithms in that

it uses the smallest QP problems, as a result it is much more computationally efficient

with respect to both cost and time.

Chang and Lin [11] presented LibSVM (Library for Support Vector Machines),

which is a library that includes many SVM implementations for multiclass classification,

regression and one-class problems and options for different kernels: linear, polynomial,

radial-basis and sigmoid. The SVM implementation and the kernel used with respect to

the experiments described in this thesis are classification and radial-basis respectively.
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2.4.3 Evaluation measures for Text Classification

In order to asses how well a classification technique performs a number of evaluation

measures may be used. Five evaluation measures were used for assessing the perfor-

mance of the classification processes used for summarisation purposes as described later

in this thesis, namely: (i) Accuracy, (ii) Area Under the ROC Curve (AUC), (iii) Pre-

cision, (iv) Recall/Sensitivity and (v) Specificity. Each is described in more detail in

the following subsections along with the concept of a confusion matrix.

2.4.3.1 Confusion Matrix

A confusion matrix is a 2 by 2 table used to record the performance of a binary clas-

sification exercise. The actual classes are listed along the Y-axis (the rows), and the

predicted classes along the X-axis (the columns). An example of a confusion matrix is

given in Table 2.1:

Table 2.1: Example of a binary confusion matrix

Actual Predicted class
class Positive Negative

Positive TP (True Positive) FN (False Negative)

Negative FP (False Positive) TN (True Negative)

From the table:

• TP (True Positive): Number of positive instances that were correctly classified

as positive.

• TN (True Negative): Number of negative instances that were correctly classified

as negative.

• FP (False Positive): Number of negative instances that were incorrectly classified

as positive.

• FN (False Negative): Number of positive instances that were incorrectly classified

as negative.

As will become apparent below, all the evaluation measures used in this thesis can be

calculated from the confusion matrix values resulting from a classification.

2.4.3.2 Accuracy

Accuracy is the simplest and easiest to understand and obtain of the evaluation mea-

sures used. The accuracy of a classifier is a percentage given by the number of instances

correctly classified. With respect to the confusion matrix, accuracy is calculated by:
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Accuracy =
TP + TN

TP + TN + FP + FN
(2.12)

The accuracy of a classifier is an indicator of the quality of a classifier. Despite being

conceptually simple and easy to calculate, the accuracy measure can be misleading be-

cause it does not take into account the distribution of the classes (the “class priors”). It

is therefore considered to be a good practice to use at least one other evaluation measure

besides accuracy in order to provide an overall reliable indication of the performance

of a classifier.

2.4.3.3 Precision

Precision is an indicator of the number of retrieved records (documents in the case of

text classification) that are relevant to a given query. In [8], precision is defined as the

“proportion of instances classified as positive that are really positive”. Precision is also

sometimes referred to as the “Positive Predictive Value” (PPV). With respect to the

confusion matrix, precision is calculated as follows:

Precision = PPV =
TP

TP + FP
(2.13)

2.4.3.4 Recall/Sensitivity

The recall or sensitivity measure indicates the number of relevant documents that are

retrieved by a given query. It is a measure of the proportion of actual positives which

are correctly classified as positives, in other words the “True Positive Rate” (TPR).

With respect to the confusion matrix it is calculated using:

Recall/Sensitivity = TPR =
TP

TP + FN
(2.14)

2.4.3.5 Specificity

Specificity measures the proportion of true negatives which are correctly classified as

negatives, in other words the “True Negative Rate” (TNR). In relation to the confusion

matrix it is calculated by:

Specificity =
TN

FP + TN
= 1− FPR (False Positive Rate) (2.15)

2.4.3.6 Area Under the ROC Curve (AUC)

ROC curves were originally used in the field of signal processing. In the context of

binary classifier problems, a Receiving Operating Curve (ROC) plots the False Positive

Rate (1-Specificity) against the True Positive Rate (Recall/Sensitivity) along the X and

Y axis respectively. If a ROC curve lies along the diagonal this indicates a performance
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equivalent to guessing, if it is located above the diagonal the performance is better

than guessing, below the diagonal the performance of the corresponding classifier is

worse than guessing. By calculating the Area Under the ROC Curve (AUC) a measure

can be obtained regarding the effectiveness of a given classifier [42]. An AUC value of

0.5 indicates a guess, thus an effective classifier should have an AUC value associated

with it that is greater than 0.5. The nearer the AUC value is to 1.0 the better the

performance of the corresponding classifier. The advantage of using the AUC measure

for determining classifier performance is that it takes into account the class priors.

2.5 Text Summarisation

The final part of this previous work chapter is directed at a “state of the art” review

of work directed at text summarisation. The motivations for text summarisation vary

according to the field of study and the nature of the application domain of interest.

However, it is very clear that in all cases what is being pursued is the extraction of

the main ideas of the original text, and the consequent presentation of these ideas to

some audience in a coherent and reduced form. Recall that the type of text which is

of principal interest in the context of this thesis is text derived from questionnaires.

Thus text that is unstructured, and contains misspelled words, poor grammar and

abbreviations and acronyms related to a specific domain. As already noted in Chapter

1, it is acknowledged that the text summaries generated using the techniques proposed

in this thesis are not necessarily the same as those generated using more traditional

approaches. The remainder of this section is organised as follows. Subsection 2.5.1

provides a categorisation of text summarisation approaches. In Subsection 2.5.2 a

number of popular text summarisation approaches are reviewed. Subsection 2.5.3 then

considers summarisation techniques that use text classification methods (as in the case

of the methods proposed in this thesis), while Subsection 2.5.4 considers evaluation

measures for text summarisation.

2.5.1 Categorisation of Text Summarisation techniques

Text summarisation has been a domain of research for many years. An early example

(c1958) can be found in [70] in the context of literature abstracts. Many text sum-

marisation techniques have been reported in the literature; these have been categorised

in many ways according to: (i) the field of study, (ii) factors inherent to the text or

(iii) whether they adopt a statistical or a linguistic approach. Three dominant cate-

gorisations of text summarisation techniques are those proposed by: (i) Jones et al.

[64], (ii) Alonso et al. [4] and (iii) Afantenos et al. [2]. Jones et al. [64] proposed

a categorisation dependent on: (i) the input that is received, (ii) the purpose of the

summarisation and (iii) the output desired. Afantenos et al. [2] and Alonso et al. [4]
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presented their categorisation of text summarisation in their respective surveys based

on the one previously produced by Jones et al. [64]. The categorisation of Alonso et

al. [4] is founded on the “traditional phases” of text summarisation: (i) analysis of

the input text (input), (ii) transformation of the input text into the form of summary

(purpose) and (iii) synthesis of the output to produce the desired summary (output).

Many of the text summarisation approaches presented in the literature focus on one of

these phases. The categorisation of Afantenos et al. [2] suggests categorisation based

on a number of factors. These factors are arranged into three groups (according to the

categorisation by Jones et al. [64]). The groups are: (i) input, (ii) purpose and (iii)

output. The details of each of these groups is shown in Figures 2.4, 2.5 and 2.6.

Input factors



Single− document vs. multi− document

Text vs. multimedia

Language


Monolingual

Multilingual

Cross− lingual

Figure 2.4: Input factors to be considered for text summarisation

With respect to Figure 2.4, the categorisation by single-document or multi-document

is self explanatory: the input for summarising can be one document or many documents,

respectively. This categorisation can also be found in [71], where it is described briefly,

and in [22], where it is used to define the structure of a survey. The text vs. multi-

media categorisation is in regard to the format in which the input and the output are

presented, whether it is in the form of text or some multimedia format (e.g. image,

sound, video). The next categorisation is in regard to the language of the input to

be summarised: in the case of monolingual summarisation the language is the same in

both the input and the output; in the case of multilingual summarisation the input and

output languages are the same, but more than one language may be used; in the case

of cross-lingual summarisation the input and the output use different languages.

Purpose factors


Indicative vs. informative

Generic vs. user − oriented

General purpose vs. domain specific

Figure 2.5: Purpose factors to be considered for text summarisation
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In the case of the purpose factors (Figure 2.5), a summary can be classified as

being indicative if the summary does not replace the original document but indicates the

relevant contents; or informative if the source document is replaced but the information

covered is taken into account. Generic text summaries are those that give a general view

of the text and, as the name suggests, are not intended to fulfil the requirements of a

specific type of user. User-oriented summaries, on the contrary, are produced according

to the interest of a specific audience. Gong and Liu [36], and Mani [71] also use this

categorisation in their approaches. Finally, while a general purpose summarisation

system can be used in many domains, a domain specific one can only be applied to a

domain of interest.

Output factors



Completeness

Accuracy

Coherency

Figure 2.6: Output factors to be considered for text summarisation

The categorisations within the output group are shown in Figure 2.6 and takes into

account the quality of the output, in other words providing a mechanism for measure

whether a summary is complete, accurate and coherent (among other things). Mani [71]

also addressed the categorisation of text summarisation techniques according to output

factors distinguishing between the concept of a summary and an abstract. In their work

a summary was formed by extracting the most important sentences and putting them

together, typically to the detriment of readability, to form a summary. An abstract, on

the other hand, is formed as a result of processing extracted sentences, putting them

together and using an algorithm to provide a more human-like interpretation.

In the context of the research described in this thesis the categorisation of Afantenos

et al. [2] has been adopted. Thus the summarisation techniques described in this thesis

can be categorised as follows:

• Input factors

– Multi-document: because with respect to the research described in this thesis

the mining was applied to many questionnaires.

– Text: because the text summarisation was applied to the free text part of

the questionnaires.

– Monolingual: because the questionnaires used English language only.

• Purpose factors
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– Indicative: because the generated summary is an indication of the relevant

contents in the free text.

– Generic: because the text summarisation of the free text did not have the

purpose of fulfilling any specific user requirements.

– General purpose: because the proposed summarisation techniques were in-

tended to be used with respect to questionnaires directed at different fields.

• Output factors

– Complete: because the generated summaries include the most relevant ideas

from the free text.

– Accurate: because the generated summaries are accurate with respect to the

content of the free text.

– Coherent: because the generated summaries are presented to the user in a

readable and understandable way.

2.5.2 Relevant Text Summarisation approaches

A number of popular text summarisation approaches will be presented in this sub-

section. The aim is to provide an overview of existing approaches with which the

approaches proposed later in this thesis can be compared. The different approaches

presented here are categorised according to the concepts on which they are based: (i)

lexical chains, (ii) sentence extraction and ranking, and (iii) other techniques.

2.5.2.1 Techniques based on lexical chains

The techniques based on the use of lexical chains are closely related to Natural Language

Processing (NLP). According to Morris and Hirst [76] a lexical chain is “a succession of

a number of nearby related words spanning a topical unit of the text”, in other words a

lexical chain is a sequence of related words. Many approaches have been proposed that

use the concept of lexical chains, which can “hold a set of semantically related words

of a text” [26]. For example, consider the following text: “Recently, the Department

of Transport has been addressing issues related to aircraft safety. Although the use of

airplanes is more common, the use of helicopters in cities has increased in the last couple

of years.”, in this case the lexical chain is “{transport, aircraft, airplanes, helicopters}”,

where “airplanes” and “helicopters” are specialisations of “aircraft”, which in turn is

a specialisation of “transport”.

Barzilay and Elhadad [7] proposed an algorithm that identifies lexical chains in a

text without the need for full semantic interpretation. Barzilay and Elhadad merged

various knowledge sources, the WordNet thesaurus, a part-of-speech tagger, a parser to

identify nominal groups and a segmentation algorithm. Their method considers lexical
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chains as a source but it ignores any other information from the text. Although their

approach was not the first to focus on the use of lexical chains [76], it was very influential

with respect to the work of many researchers in the field of text summarisation.

Silber and McCoy [92] proposed a linear time algorithm for calculating lexical chains

focusing on its efficiency. Later, in [93], they proposed an improved version of this linear

time algorithm and a method for evaluating lexical chains as an intermediate step

in summarisation. The algorithm can handle larger documents than that proposed

by Barzilay and Elhadad [7], thus, making Silber and McCoy’s approach much more

tractable.

Co-reference chains are lexical chains that are related to each other by having the

same referent (concept or idea). The approach described in [5] is based on co-reference

chains, where a summary representation is constructed by selecting the “best” co-

reference chain that best represents the main topic of a text. Thus, the generated

summary is a concatenation of sentences from the text that contain one or more el-

ements found on the “best” co-reference chain. The results of the evaluation of the

implementation of the algorithm showed that there was a high level of precision with

respect to the different criteria taken into consideration.

Another approach related to lexical chains is that presented by Fuentes and Rodŕıguez

[29], in which the cohesive properties of text (namely lexical chains, co-reference chains

and named-entity chains) are used to develop a system that allows for the automatic

extraction of summaries. Named-entity chains are those that are related to existing

categories of names, such as the names of persons, places, etc. The system’s perfor-

mance was described as positive; nevertheless, further improvement was needed and the

fact that it has only been used within the Spanish language context gives it a limited

application.

2.5.2.2 Techniques based on sentence extraction and ranking

Many approaches use sentence extraction as a way to fragment the text and then to

generate summaries from the extracted sentences. However, some approaches optimise

the way that sentences are extracted form the text due to the importance that this

process has in the construction and synthesis of the output to produce a summary.

The approach of Jing [59] presented a sentence reduction system that focused on

determining the sentences that are less important in the text and that can be removed.

In the evaluation of the method, the system’s reduction of a particular text was close

to the reduction made by humans. A limitation for using this approach is that it is a

generic summarisation approach.

Chuang and Yang [15] focused on sentence extraction from a machine learning

perspective and presented the design of an automatic text summariser trained using a

supervised learning algorithm. It extracted sentence segments based on a feature vector
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representation. The learning algorithms chosen for training the summariser were: the

decision tree C4.5 algorithm, the naive Bayesian classifier and the DistAl neural network

algorithm. The results of the experiments using the DistAl and the Bayesian learning

algorithms outperformed the results that were obtained using the C4.5 algorithm.

Mihalcea [73] proposed an unsupervised method for automatic text summarisation

by using a graph-based ranking algorithm for sentence extraction. The sentence extrac-

tion algorithm, called TextRank, took into account the local context of a word and the

information recursively produced from the entire text. In order to identify important

sentences, a process of “recommendation” was used, it consisted of the establishment

of a link between two sentences that were related to similar concepts, consequently sen-

tences that have a greater recommendation received a higher score than the ones that

will appear in the summary. The TextRank algorithm was portable to other domains,

genres or languages because it did not require significant linguistic knowledge.

2.5.2.3 Other techniques

Knight and Marcu [67] suggested a summarisation technique that went beyond sen-

tence extraction; two approaches were proposed for optimizing the process of sentence

compression: a noisy-channel based model and a decision-tree based model. In the eval-

uation of the approaches, the performance of the compression algorithms was closer to

human performance. However the performance dropped when there were sentences

related to another corpus or set of texts than the ones that were used to train the

data: the noisy-channel based model performance was slightly decreased, while the

decision-tree based model performance decreased dramatically.

An approach that edits the sentences that result from a sentence extraction pro-

cess is the one presented by Jing and McKeown [60] in the form of a “cut and paste”

based automatic text summariser. The “cut and paste” operations used by the sum-

mariser are based on the analysis of abstracts generated by humans: sentence reduction,

sentence combination, syntactic transformation, lexical paraphrasing, generalisation or

specification (depending on the needs and context), and reordering of the extracted

sentences. The text summariser included a decomposition program for the analysis of

abstracts written by humans and a sentence reduction module that based its decisions

on several knowledge sources. The overall evaluation of the system was satisfactory.

A different approach to text summarisation that involved the use of Singular Value

Decomposition (SVD) was taken by Steinberger and Ježek [97]. SVD had been used

extensively in the area of statistics. In this approach, two evaluation methods based

on SVD were proposed, these methods measured the similarity between the contents of

an original document and its summary. The summarising method proposed performed

better than the other examined methods considered during testing.
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2.5.3 Text Summarisation approaches that use Text Classification
methods

To the best knowledge of the author, the generation of text summaries using text clas-

sification techniques has not been widely investigated in the literature. However, some

examples can be found in [9, 89, 58, 43]. Celikyilmaz and Hakkani-Tür [9] presented

an “automated semi-supervised extractive summarisation” approach which used latent

concept classification to identify hidden concepts in documents and to combine them to

produce summaries. In [89], an approach is proposed composed of a summariser and a

classifier integrated within a framework for cleaning and preprocessing data. The point

is made that the composition is invertible, meaning that summarisation can be applied

first to increase the performance of the classifier or the other way around. In [89] it was

also suggested that the use of classification improves the generation of summaries with

respect to domain-specific documents. In [43], a system was proposed that identifies

the important topics in large document sets and generates a summary which consists of

extracts related to identified topics. With respect to the work described in this thesis,

the first proposed technique adopts a similar approach to the above by attempting to

generate summaries using straightforward classification.

2.5.4 Evaluation measures for Text Summarisation

Steinberger and Ježek [98] presented a taxonomy of summary evaluation measures cat-

egorising them as being either: (i) intrinsic and (ii) extrinsic. Intrinsic evaluation is

directed at the analysis and comparison of the generated summary with the original

document or with a summary generated by a human. Extrinsic evaluation is directed

at determining how useful a summary is with respect to a certain domain. Intrinsic

evaluation is then subdivided into: (i) text quality and (ii) content evaluation. Text

quality evaluation requires that summaries should be: (i) grammatically correct, (ii)

non-redundant, (iii) present referential clarity, (iv) have structure and (v) coherence.

Content evaluation, on the other hand, is more quantitative and is further subdivided

into two categories: (i) co-selection and (ii) content-based. Co-selection considers: (i)

precision, (ii) recall, (iii) F-score and (iv) relative utility. Content-based considers: (i)

cosine similarity, (ii) unit overlap, (iii) longest common subsequence, (iv) n-gram match-

ing, (v) Pyramids and (vi) Latent Semantic Analysis (LSA) measures. The extrinsic

evaluation consists of three measures: (i) document classification, (ii) information re-

trieval and (iii) question answering.

The labels used with respect to the text summarisation output factors proposed by

Afantenos [2] (see Subsection 2.5.1) can also be used to evaluate summaries. Summaries

should be: (i) complete, (ii) accurate and (iii) coherent. As suggested in [2], there is

still no general consensus among the research community on the criteria that can best

be used to evaluate a summary since summarisation has a subjective aspect whereby a
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generated summary could be considered to be of good quality by some people but not

by others. In some cases domain experts have produced “gold” summaries which may

be used as benchmarks. However, three problems can be identified: (i) domain experts

may not agree on the characteristics that a “gold” summary must have, (ii) it may be

resource expensive to generate such “gold” summaries because many domain experts

would be required to agree on the criteria to follow, and (iii) it will be time consuming

to generate such summaries because, even if the documents to be summarised are short,

a considerable number of them should be manually summarised so that an extensive

set of “gold” summaries can be produced.

With respect to the research presented in this thesis, the generated summaries

were evaluated by both domain experts and by the author of this thesis in terms

of completeness and by considering the taxonomy of summary evaluation measures

presented in [98]. The intrinsic evaluation measures taken into account were focused on

the quality of the text: (i) grammaticality, (ii) non-redundancy, (iii) referential clarity,

(iv) structure, (v) completeness, (vi) accuracy and (vii) coherence. The only extrinsic

evaluation measure used was a quantitative one, namely document classification, in

other words how well the classification methods performed.

2.6 Summary

In summary, this chapter has presented a literature review of the relevant approaches

that are close to the research topics covered by this thesis: (i) Questionnaire Data

Mining, (ii) Text Classification and (iii) Text Summarisation. The significance of the

research presented in this thesis was explained as well as its location in the landscape of

the three aforementioned areas of research. An overview of Questionnaire Data Mining

approaches was presented, as well as the most relevant approaches depending on the

part of the questionnaire they were aimed at: (i) tabular data, (ii) free text and (iii)

tabular data and free text combined. In the context of text classification a review was

presented of: (i) feature selection techniques, (ii) relevant approaches and (iii) evalua-

tion measures. Finally, with respect to text summarisation the following was reviewed:

(i) the categorisation of the text summarisation techniques, (ii) text summarisation ap-

proaches, (iii) text summarisation approaches that use text classification methods and

(iv) evaluation measures. The following chapter, Chapter 3 will consider the nature

and the preprocessing of the data sets used.
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Chapter 3

Evaluation Data Sets and Data
Preprocessing

3.1 Introduction

In this chapter the nature of the data sets used to evaluate the work presented later in

this thesis is described. Three data sets were considered: (i) SAVSNET (Small Animal

Veterinary Surveillance Network), (ii) OHSUMED and (iii) Reuters-21578. Of these

data sets the SAVSNET data was the most significant, as this was used as the main

motivation for the work described in this thesis, in that it is a questionnaire data set

(the other two data sets, as will be seen, are more traditional text data sets). The chap-

ter introduces these data sets and also describes the associated data preprocessing; an

important step in the context of knowledge extraction in general, and text summari-

sation in particular. As explained in Chapter 1, the focus of this thesis is to generate

summaries through a process of classification. The quality of the generated summaries

thus depends on the quality of the generated classifiers, which in turn depends on the

nature of the training sets and of course the nature of the class labels assigned to these

documents. Free text documents can be related to single or multiple class labels; in

the later case the labels can be structured in a hierarchical manner.

Obtaining questionnaire data sets for research purposes is not a straightforward

task for reasons of data confidentiality of the data gathered. The data sets used to

evaluate the text classification methods used to generate text summaries, presented

later in this thesis were as follows:

• SAVSNET

- SAVSNET-840-4-FT

- SAVSNET-840-4-TD+FT

- SAVSNET-971-3-FT

- SAVSNET-971-3-TD+FT
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- SAVSNET-917-4H

• OHSUMED

- OHSUMED-CA-3187-3H (Cardiovascular Abnormalities)

- OHSUMED-AD-3393-3H (Animal Diseases)

• Reuters-21578

- Reuters-21578-LOC-2327-2H (Locations)

- Reuters-21578-COM-2327-2H (Commodities)

The naming convention used with respect to the above is as follows. Each name

comprises three or four elements: (i) title; (ii) sub-title (may be omitted); (iii) total

number of records; and (iv) number of classes, or the number of levels (H) in the case

of hierarchical data sets. A hierarchical data set is one that features a hierarchy of

class labels. In the context of hierarchical data sets the indicator L will be used to

indicate the data and class label pairings at a particular level. In the particular cases

of the SAVSNET-840-4 and the SAVSNET-971-3 data sets, which contain both tabular

data and free text, the indicator FT will be used where the data set contains only

free text, and the indicator TD+FT will be used if it contains tabular data and free

text. The OHSUMED and the Reuters-21578 data sets are comprised only by free

text. Thus we have the SAVSNET data set SAVSNET-840-4-FT which contains 840

records, 4 class labels and only free text. Alternatively, we have the OHSUMED data

set OHSUMED-CA-3187-3H which contains 3,187 records arranged into a hierarchy

of three levels. Regarding the Reuters-21578 data sets the “21578” indicates the total

number of documents in the original data set and is included in the name along with the

actual number of documents in the variation of the data set. Note that in the case of

the OHSUMED data sets, the number of records in each level is not the same, the first

level consists of all the documents and lower levels subsets of the documents in the first

level. In some cases, for the purpose of summary generation, the class labels associated

with a particular data set at a particular level in a hierarchy are treated independently.

In this case the last element of the data set name indicates the level. For example,

SAVSNET-917-1L, OHSUMED-CA-2570-2L or Reuters-21578-LOC-2327-2L.

Thus from the above five hierarchical data sets are used in this research: (i)

SAVSNET-917-4H, (ii) OHSUMED-CA-3187-3H, (iii) OHSUMED-AD-3393-3H, (iv)

Reuters-21578-LOC-2H and (v) Reuters-21578-COM-2H. The SAVSNET-917-4H fea-

tures a four level hierarchy, the OHSUMED data sets feature three level hierarchies

and the Reuters-21578 data sets feature two level hierarchies. It should also be noted

that the OHSUMED and the Reuters-21578 data sets are not questionnaire data sets.

However, these data sets were used with respect to the work described in this thesis to
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evaluate the application of the proposed text summarisation classification techniques

to the generation of text summaries from different types of textual data than just

questionnaire data. The hierarchical data sets are only applicable with respect to the

hierarchical method presented in Chapter 7, for the other three methods considered in

this thesis each level of the hierarchy in the data sets is considered as an independent

data set, hence the naming of the data sets indicating the levels to which they belong

in their respective hierarchy. The data sets will be described in further detail later in

this chapter.

The remainder of this chapter is organised as follows. Section 3.2 presents a general

discussion of the preprocessing and representation of the textual and tabular elements

of questionnaires, as well as free text in general. The individual data sets (SAVSNET,

OHSUMED and Reuters-21578) used in the experiments that were carried out to eval-

uate the proposed approaches presented in this research, as well as their preprocessing,

are then described in detail in Sections 3.3, 3.4 and 3.5 respectively. A summary of the

chapter is presented in Section 3.6.

3.2 Data Preprocessing

In this section a general discussion concerning data preprocessing in the context of data

mining is presented. Specific details of the preprocessing of the evaluation data sets

used with respect to the work described in this thesis is presented in later sections.

Although the raw questionnaire data from which it is desired to extract knowledge is

expected to be in an electronic format (transcribed and/or collected electronically), it

still needs to be preprocessed in order that data can be translated into an appropriate

format that will permit the application of classification techniques. Raw data typically

contains noisy elements such as corrupted, redundant or incomplete data (data that

features missing values), and data not relevant for the knowledge extraction process.

Data preprocessing is the first step of the KDD process [41]. Data preprocessing can

be time-consuming, but is of great importance in order to improve the quality of the

data input to the data mining step. In the context of questionnaire data, and assuming

that both the tabular data and the free text elements are of interest, both need to be

preprocessed and represented separately. In the following two subsections a general

description of how preprocessing is typically carried, with respect to both tabular and

free text data, is presented.

3.2.1 Tabular Data

Although this thesis is focused on summarising the free text element of questionnaires,

the preprocessing of the tabular element is also considered (although to a lesser extent)

in this chapter because, in addition to often being present in questionnaires, it can
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provide additional valuable information with respect to the text summarisation pro-

cess that could enrich the free text to be summarised: (i) by including relevant tabular

attributes as words in the free text during the classification process and (ii) by using

the output of mining tabular data in conjunction with the output of the free text classi-

fication. As in the case of tabular data in general, once collected, tabular questionnaire

data is typically stored electronically; in some cases bespoke storage systems are used

which may have some built in data analysis functionality. For data mining purposes

it is usually necessary to transform the data into a format compatible with the data

mining software to be adopted. Common formats include: CSV, SSV, XML, TAB

and ARFF, amongst others. Han et al. [41] consider that tabular data preprocessing

includes techniques such as:

• Data cleaning: Removal of noise and fixing of inconsistencies.

• Data integration: Integration of data from different sources.

• Data transformation: Transformation of data into more suitable formats for

the data mining process.

• Data reduction (Feature selection): Reduction of the size of the data set,

taking into account the most important information, so as to decrease the overall

anticipated computational cost.

3.2.2 Free Text

There are many ways to represent free text documents for data mining purposes, two

representations that frequently appear in the literature are: (i) the Vector Space Model

(VSM) and (ii) Latent Semantic Indexing (LSI) [23]. In the VSM, free text documents

are represented as vectors (one per document); in this context the terms contained

in the vectors can be words or phrases. Where words are used this is referred to

as the bag-of-words representation; where phrases are used this is referred to as the

bag-of-phrases representation. More specifically, the bag-of-words representation refers

to an unordered representation of a text document based on the single words that

appear in it. In the bag-of-phrases representation, on the other hand, a text document

is represented by the phrases that appear in it. LSI creates an index of the words

contained in a text document and makes use of Singular Value Decomposition (SVD)

to reduce the dimensionality of the data by generating a mapping of the relationships

between words and documents. Words and documents that are closely related to each

other are put near one another. SVD has been used extensively in the area of statistics

and in this context is used to identify how much the words and the documents are

related to each other, focusing on the ones that have a close association. Words in a

41



query are then used to retrieve the related documents based on how near they are to

the location represented in the mapping.

The free text contained in questionnaire data can be viewed as a special form of

free text in that it features certain characteristics that are typically not found in more

standard forms of free text. More specifically, questionnaire free text: (i) tends to be

unstructured, (ii) frequently includes misspelled words, (iii) features poor grammar,

and (iv) often includes abbreviations and acronyms specific to the domain. As such,

questionnaire free text has similarities with e-mail correspondence, mobile phone texts

and tweets, as opposed to the free text found in (say) newspaper articles or document

collections. The advantage of analysing the free text element of questionnaires, as

already noted, is that this free text tends to be much more informative with regard to

respondent opinions than the tabular element of questionnaire data.

The bag-of-words representation was adopted, for use with respect to the research

described in this thesis, to represent the textual data. The reasons for using this repre-

sentation were directly related to the nature of questionnaire free text (lack of structure

of the free text, misspelled words, poor grammar, abbreviations and acronyms) where

by it was not viable to use a representation based on syntax or semantics such as the

bag-of-phrases representation or LSI. The main disadvantage of the bag-of-words rep-

resentation is that the relationship (ordering) between the words is lost. However, this

was not considered significant given the nature of the questionnaire free text under

consideration.

Text preprocessing tends to adopt some of the tabular data preprocessing techniques

together with some additional techniques directed specifically at textual data. Miner

et al. [74] presents a list of basic text preprocessing steps:

1. Scope of documents selection: Deciding whether to use an entire free text

document collection, or just some part of it that is considered to be most relevant

to a specific text mining application.

2. Tokenization: Breaking the text down into single words or tokens, typically

using white spaces and punctuation symbols as delimiters.

3. Stop word removal: Stop words are common words that are considered to be

not significant given a desired application (for example articles such as “the” or

“a” are often considered to be stop words) and are thus frequently removed.

4. Stemming: Stemming refers to processing text so that, where appropriate, words

are reduced to their stem base or root by removing prefixes and suffixes; for

example the words “operated”, “operating” and “operates” share the same stem

base “operat”.
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5. Spelling normalisation: The process of automatically correcting misspelled

words by using dictionary-based approaches, fuzzy matching algorithms or word

clustering.

6. Sentence boundary detection: Breaking down the text into sentences.

7. Case normalisation: Homogenising the given text, which is typically written

in mixed case, into lower or upper case.

The specific preprocessing associated with each of the data sets used for evaluation

purposes in this thesis are discussed in the following three subsections.

3.3 Small Animal Veterinary Surveillance Network (SAVS-
NET)

In this section the SAVSNET data is described. The section is divided into two sub-

sections. In the first subsection an overview of the SAVSNET data is presented and in

the following subsection the associated preprocessing is described.

3.3.1 Description of the SAVSNET data set

As already noted, the questionnaire data used to evaluate the proposed methods de-

scribed in this thesis was generated as part of the SAVSNET (Small Animal Veteri-

nary Surveillance Network) project [83]. SAVSNET is an initiative that is currently

in progress within the Small Animal Teaching Hospital at the University of Liverpool

in the UK. The objective of SAVSNET is to provide information on the frequency of

occurrence of small animal diseases (mainly in dogs and cats). The project is partly

supported by Vet Solutions, a software company whose software is used by some 20%

of the veterinary practices located across the UK. Some 30 veterinary practices, all of

whom use Vet Solutions’ software, have “signed up” to the SAVSNET initiative.

The SAVSNET veterinary questionnaires comprise a tabular (tick box) section and

a free text section. Each questionnaire describes a consultation and is completed by

the vet conducting the consultation. The tabular section of the questionnaires includes

questions that are associated with general details concerning the consultation (e.g.

date, consultation ID, practice ID), while others are concerned with the “patient”

(e.g. species, breed, sex) and its owner (e.g. postcode). The free text section of the

questionnaires usually comprises notes made by the vet, which typically describe the

symptoms presented, the possible diagnosis and the treatment to be prescribed. It is

the free text section that we are interested in summarising, although in some cases the

free text element of the questionnaires is left blank.

Not all the consultations that take place in a given veterinary practice are ap-

plicable with respect to the SAVSNET questionnaire, only some of them are eligible
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according to a selection criteria established by SAVSNET. The precise format of the

questionnaires was also varied from time to time so as to direct the questionnaire focus

on different aspects of veterinary practice. Typically one of the closed questions was

changed periodically to reflect a “condition” of interest. These were thus the class at-

tributes that were selected to support the summarisation classifier generation process

with respect to this thesis. For example, at one stage, a closed-ended question relat-

ing to “vomiting” and “diarrhoea” was included (common conditions found in small

animals). The potential answers thus defined a set of class labels. The SAVSNET

questionnaires were collected on a continuous basis, but for the experiments carried

out in this research only five subsets of the SAVSNET questionnaire corpus were used:

(i) SAVSNET-840-4-FT, (ii) SAVSNET-840-4-TD+FT, (iii) SAVSNET-971-3-FT, (iv)

SAVSNET-971-3-TD+FT and (v) SAVSNET-917-4H. They were selected with the as-

sistance of domain experts who took into account their interestingness [94] (in terms of

Veterinary Science) and the amount of data available. Each of the five selected subsets

is considered in some further detail in the following subsections.

3.3.1.1 SAVSNET-840-4-FT

The SAVSNET-840-4-FT data set comprised 840 free text records and 4 class values:

(i) Aggression, (ii) Diarrhoea, (iii) Pruritus and (iv) Vomiting. The number of records

per class is presented in Table 3.1.

Table 3.1: Number of records per class in SAVSNET-840-4-FT.

Class Num. %

Aggression 34 4.05
Diarrhoea 315 37.50
Pruritus 352 41.90
V omiting 139 16.55

Total 840 100.00

3.3.1.2 SAVSNET-840-4-TD+FT

The SAVSNET-840-4-TD+FT (recall that “TD+FT” stands for “Tabular Data plus

Free Text”) data set is an extended version of the SAVSNET-840-4-FT data set which

includes selected tabular attributes, in the form of words, in the free text as a way of

enriching the generation of text summarisation classifiers. Therefore it has the same

number of records and classes as the SAVSNET-840-4-FT data set. Later in this thesis

the results generated using both SAVSNET-840-4-FT and SAVSNET-840-4-TD+FT

are compared in order to provide an insight into the effect of including tabular data in

the classification process. Note that in the SAVSNET case there is a relatively small

number of tabular attributes, as opposed to some other questionnaire data sets which
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may include a larger number of tabular attributes that may be included in the free

text.

3.3.1.3 SAVSNET-971-3-FT

The SAVSNET-971-3-FT data set contained 971 free text records and 3 class values: (i)

Diarrhoea, (ii) Vomiting and (iii) Vomiting and diarrhoea. The number of records per

class is presented in Table 3.2. Note that the “Vom & Dia” (Vomiting and Diarrhoea)

class is closely related to the other two classes (“Diarrhoea” and “Vomiting”), which

could lead to a conflict and possible misclassifications. However the domain experts

determined that the documents to be labelled with the “Vom & Dia” class were the

ones where both conditions were presented and they were not taken into account for

the other labels to avoid redundancy.

Table 3.2: Number of records per class in SAVSNET-971-3-FT.

Class Num. %

Diarrhoea 586 60.35
V omiting 268 27.60
V om & Dia 117 12.05

Total 971 100.00

3.3.1.4 SAVSNET-971-3-TD+FT

In a similar manner as with the SAVSNET-840-4-FT data set, the SAVSNET-971-3-

TD+FT data set is an extended version of the SAVSNET-971-3-FT data set which also

includes selected tabular attributes in the free text. Thus SAVSNET-971-3-TD+FT

has the same number of records and classes as the SAVSNET-971-3-FT data set. Again,

the data set was generated so as to compare the effect on the classification process of

including tabular elements.

3.3.1.5 SAVSNET-917-4H

The SAVSNET-917-4H data set consists of 917 records and several class attributes

arranged over 4 different levels in a class hierarchy defined by specific questions var-

iously included in the SAVSNET questionnaires. This data set therefore comprised

four sub-data sets associated with each level in the hierarchy: (i) SAVSNET-917-1L,

(ii) SAVSNET-917-2L, (iii) SAVSNET-917-3L and (iv) SAVSNET-917-4L. For the non-

hierarchical methods presented in this thesis each of these data sets was considered as

an independent data set. The distribution of the documents per class, for the four

levels in the hierarchy, is shown in Tables 3.3, 3.4, 3.5 and 3.6. Note that the same

documents appear in each level of the hierarchy, but with different class labels.
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Table 3.3: Number of records per
class in SAVSNET-917-1L.

Class Num. %

Diarrhoea 536 58.45
V omiting 248 27.05
V om & Dia 133 14.50

Total 917 100.00

Table 3.4: Number of records per
class in SAVSNET-917-2L.

Class Num. %

Haemorrhagic 177 19.30
Not Haemorrhagic 604 65.87
Unknown Severity 136 14.83

Total 917 100.00

Table 3.5: Number of records per class in SAVSNET-917-3L.

Class Num. %

First T ime 573 62.49
Nth T ime 290 31.62
Unknown Occurrence 54 5.89

Total 917 100.00

Table 3.6: Number of records per class in SAVSNET-917-4L.

Class Num. %

Less Than One Day 273 29.77
Between Two And Four Days 411 44.82
Between Five And Seven Days 82 8.94
More Than Eight Days 139 15.16
Unknown Duration 12 1.31

Total 917 100.00
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3.3.2 Preprocessing of the SAVSNET data set

This subsection describes the preprocessing that was carried out on the SAVSNET free

text and tabular questionnaire data and the adopted representations; as well as the

merging of relevant table data attributes (in the form of words) with the free text as a

means of enriching the free text. With respect to the research described in this thesis

both the free text and the tabular part of the questionnaires were represented in a CSV

format to ensure compatibility with the open source data mining software used; namely:

(i) the LUCS-KDD (Liverpool University Computer Science - Knowledge Discovery in

Data) DN (Discretisation/Normalisation) software [16], (ii) the LUCS-KDD TFPC

(Total From Partial Classification) Classification Association Rule Mining (CARM) al-

gorithm [18], (iii) the WEKA (Waikato Environment for Knowledge Analysis) machine

learning workbench [39] and (iv) the Orange data mining software [21].

As already noted, the SAVSNET data set consisted of questionnaires directed at a

particular target population in order to gather information regarding a specific domain.

The completion of questionnaires was conducted in either hard or soft form. Either

way, answers to open and closed ended questions were typically stored in spreadsheets,

databases or CSV files. An example CSV file fragment extracted from the SAVSNET-

840-4 questionnaire return data is presented in Figure 3.1 and summarised in tabular

form in Table 3.7. The “class labels” were defined by the domain experts who devised

the questionnaires and were encoded as a separated attribute (attributes in the case of

multiple class labels). The first line in Figure 3.1 is the header to the CSV file and indi-

cates the names of the attributes that may be present in each record. Missing attribute

values are indicated by a space (consecutive commas with no values recorded between

them). In the examples presented in Figure 3.1 the last attribute (ConsultationNotes)

is the free text attribute of interest with respect to the work described in this thesis.

The vertical bar symbol (|) used in Figure 3.1 is a delimiter between fragments of text.

The data presented in Figure 3.1 is summarised in tabular form in Table 3.7. For

ease of understanding, only six attributes are shown in Table 3.7: ID, Species, Breed,

Sex, Colour and ConsultationNotes. The first five attributes are answers to closed-

ended questions where values can be numeric, nominal or boolean (yes/no). The last

attribute (ConsultationNotes), and that of principal interest with respect to this thesis,

contains the answer to an open-ended question concerned with notes made by a vet

during a consultation. In Table 3.7 the free text presented in the “ConsultationNotes”

column is truncated due to the length of the entire free text, however the full text is

available from Figure 3.1. The table does not include the class label associated with

each record because at this stage the class labels had not been explicitly determined

(the class labels were determined later from specific tabular attributes). It should also

be noted that the information presented in Figure 3.1 and Table 3.7 will be referred

back to later in this chapter.
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ID,IP,What,Date,Time,Survey,Species,Breed,DOB,Sex,Neutered,PostCode,PracticeID,AnimalID,
Weight,Colour,MicroChipped,Insured,Deceased,TransactionID,SurgeryID,Data,Occurrence,
Haemorraghic?,Duration,Treatment,Diagnostic,Haem Vom?,Haem Dia?,Affected Area,Has
Presented Before, Diarrhoea,Symptoms,Vomiting,ConsultationNotes

34039,83.148.170.241,Examination by Vet,20100526,14:10:07,Vomit & Diarrhoea,Feline,DSH,
19970526,UnKnown,Yes,,2014,19034,4.4,Tortois + Whi,No,No,No,9,1,,1st presentation of
vomiting,Vomit not haemorraghic,Unknown,Treatment not listed,,,,,,,,,“Registration form completed
| V+ on sunday, O reports often V+ with furballs. O also reports constipation, with feaces, U+ dark.
Appetite depressed, drinking small amounts. No blood in V+, No D+. | Weight 4.40 kgs. | On
exam: Abdo expremely distended. BCS 1, Pale mm prolonged skin tent. Offered investigation &
intensive tx/pts. | SAVSNET Vomit and Diarrhoea | survey completed | Examination by Vet | Est
59.61 /Cat | Form (text/euth.def) | euthanasia -cat | Needs pts, O does not have funds. MH adv
AW/RSPCA. Signed consent form. | ”

34057,80.177.110.171,Consultation Dog,20100518,17:03:30,,Canine,Podenco Ibicenco,
20020819,Male,Yes,LE3 8BH,2006,62439,33.5,Brown,Yes,No,No,30000214,3,,1st presentation of
diarrhoea,Haemorraghic diarrhoea,Dia <1 day,“Antibiotic therapy,NSAIDS,worming”,No diagnostic
tests performed,,,,,,,,“SAVSNET Vomit and Diarrhoea | survey completed | Consultation Dog |
Inject 2.50 mls RIMADYL INJ 20ML | Inject 3.30 mls BETAMOX LA | mucus D+ and fresh blood
last 24hrs, ok in self. adv worm and light diet until faeces N, TSA if not much imp within 48hrs or if
worsesn/ recurs. | ”

34077,80.177.110.171,Consultation Dog,20100518,17:29:31,,Canine,Labrador,19980915,
UnKnown,Yes,LE6 0DY,2006,19796,30,Black,Yes,Yes,No,30000216,3,,1st presentation of
diarrhoea, Haemorraghic diarrhoea,Dia 2-4 days,“Antibiotic therapy,Diet modified,NSAIDS,
wormer”,No diagnostic tests performed,,,,,,,,“SAVSNET Vomit and Diarrhoea | survey completed |
Consultation Dog | Inject 3.10 mls BETAMOX LA | Inject 2.50 mls RIMADYL INJ 20ML | fesh blood
and mucus d+ last 3 days, well in self still eating, hydrtated, clin NAD except sl tense abdo, palp
NAD, TN. light diet and wormer, TSa if necc. | 6pack DRONTAL PLUS Give one tablet per 10kgBW
in food | 2 packs ATOPICA 100MG as directed | pack ATOPICA 50MG DOGS7.5-36KG | ”

34295,82.153.142.237,CONSULTATION/EXAMINATION,20100518,17:46:05,,canine,Eng Springer
Spaniel,20090518,Male,No, TQ1 1NB,2011,39848,21.9,Liver/white,Yes,No,No,30000024,3,,1st
presentation of diarrhoea,Diarrhoea not haemorraghic,Dia 5-7 days,“Diet modified,kaogel,
electrolyte solution,24hr dexamethasone”,No diagnostic tests performed,,,,,,,,“SAVSNET Vomit
and Diarrhoea | survey completed | CONSULTATION/EXAMINATION | colitic type d+ past 4d, less
frequent, o straved then bland food, ?weight loss, appetite wnl, drinking wnl. inc vol, liquid, 1x day
few specks bld, straining. no v+. eating grass. otherwise ok. CE mm,crt wnl, BAR, heart/lungs |
wnl, abd nad. Adv cont bland food, tx symptomatically initially but faecal sample ini | Injection 1.10
x colvasone inj 50ml Batch:9253-91 Exp: 06.11 | Supply Glutalyte add to 500ml water
Batch:9133-43 Exp: 03.11 | Supply 100ml KAOGEL VP [Discount of 10.0%] Batch:5131738 Exp:
12.13 | weight 21.60 kgs. | ”

34309,62.49.78.145,Consultation Dog,20100510,18:33:47,,Canine,Staffordshire Bull Terrier,
20060906,Male,No,LE3 2XN,2006,78560,23.95,Brindle & Whi,Yes,No,No,40000009,4,,1st
presentation of diarrhoea,Haemorraghic diarrhoea,“Dia <1 day,Unknown”,“Antibiotic therapy,
Antibiotic therapy,Diet modified”,enema,,,,,,,,“yesterday O gave him a bone this am bloody watery
D++ also V++ this am was a proper dog bone also a little depressed can feel shards of bone in
rectum removed a large piece lots of smaller pieces in rectum adv tx | abs rim & cat micalax TSA
tomorrow at g/f am if better just cont abs ini admit ga enema | Weight = 23.95 kgs. | SAVSNET
Vomit and Diarrhoea | survey completed | Consultation Dog | Inject 1.90 mls RIMADYL INJ 20ML |
Inject 1.30 mls SYNULOX RTU | MICRALAX | ”

Figure 3.1: Example fragment of raw questionnaire data in CSV format.
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Table 3.7: Example fragment of raw questionnaire data in tabular form.

ID Species Breed Sex Colour ConsultationNotes
34039 Feline DSH Unknown Tortois + Registration form completed | V+ on

Whi sunday, O reports often V+ with
furballs. O also reports constipation...

34057 Canine Podenco Male Brown SAVSNET Vomit and Diarrhoea |
Ibicenco survey completed | Consultation Dog

| Inject 2.50 mls RIMADYL INJ 20...
34077 Canine Labrador Unknown Black SAVSNET Vomit and Diarrhoea |

survey completed | Consultation Dog
| Inject 3.10 mls BETAMOX LA |...

34295 canine Eng Springer Male Liver/white SAVSNET Vomit and Diarrhoea |
Spaniel survey completed | CONSULTATION/

EXAMINATION | colitic type d+ past...
34309 Canine Straffordshire Male Brindle & yesterday O gave him a bone this am

Bull Terrier Whi bloody watery D++ also V++ this am
was a proper dog bone also a little...

Although it is not the case in the free text presented in Figure 3.1, there were

SAVSNET records that did not contain any free text, in which case the free text element

was represented as an empty string (“”). Each “chunk” of free text was referenced using

the associated ID number. It should be noted that the free text examples given in Figure

3.1 include abbreviations and acronyms related to the domain of Veterinary Science; for

example, abbreviations such as “V+” or “D+” stand for “vomiting” and “diarrhoea”

respectively, while the abbreviation “O” stands for “owner”. Some words and phrases,

like “Consultation Dog”, are of an administrative nature and for many purposes may

not be of any relevance with respect to the extraction of useful information. In addition,

as indicated by the sample text given in the figure, it is often the case that free text

questionnaire responses include typing, spelling and grammar errors that serve to hinder

the preprocessing. Depending on the type of analysis to be carried out on the free text,

numbers and symbols can be considered as either: (i) useful features that could add

information or (ii) simply as noise. Note that for a non-domain expert it is difficult to

have a clear and complete understanding of the free text without recourse to domain

experts.

As has been mentioned previously in this thesis, processing and analysing free text

is not as straightforward as in the case of tabular data, mainly due to the complex

way in which ideas and information are represented in free text. For example, in the

context of the SAVSNET data sets, the species of a small animal that was examined

by vets in a clinic can be given by either a nominal value, such as “feline”, under

the “Species” attribute in the tabular part of a questionnaire; or in the free text as:

“Owner brought a small cat to Leahurst clinic for examination”, where “cat” implies

the species of the animal is “feline”. It is clear that a significant amount of information,

apart from simply an animal’s species, can be extracted from the free text element of
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questionnaire data; for example, the purpose of the consultation or the clinic to which

the cat was brought to.

Overall, and based on the general free text preprocessing steps suggested by Miner

et al. [74] presented above, the SAVSNET questionnaire free text used within the

context of this thesis was preprocessed as follows:

1. Scope of documents selection: The entire collection of free text “documents”

was selected (as opposed to some sample).

2. Case normalisation: Words were converted to lower case to standardise them.

Since the techniques used in this research are not NLP-based, this conversion did

not affect the data analysis.

3. Numbers, symbols and stop words removal: Numbers and symbols were

removed from the free text because they were considered to represent noise; in a

bag-of-words representation only dictionary words (even if they are misspelled)

are desired. Note that in some domains there are particular numbers or symbols

that when put together with a word or a letter could have significance for the data

analysis. For example, in the context of the SAVSNET data, “v++” indicates the

presence of significant vomiting in animals. The assistance of a domain expert

was required so as to identify such symbols. Stop words were also removed.

4. Tokenization: The text was tokenized into single words using white spaces and

punctuation symbols as delimiters.

5. Stemming: To overcome the twin issues of misspelled words and poor grammar

in the free text, an implementation of the Porter Stemming algorithm [106] was

adopted. In the early stages of this research misspelled words were addressed

by using a spell checker, however this proved to be unuseful, as many words that

shared the same stems were assigned to different and unrelated “corrected” words.

Although applying stemming transforms the words and reduces the meaning con-

tained in them, since the text summarisation techniques presented in this thesis

were based on text classification and not on the extraction of sentences or other

content of the free text (as in the case of more standard text summarisation

techniques), stemming was found to not affect the overall process of summary

generation.

6. Feature selection: In a similar manner to the preprocessing of tabular ques-

tionnaire data (see above), feature selection techniques were applied to select the

most relevant features (words) contained in the free text. Note that free text

usually contains considerably more features than tabular data. The feature se-

lection was directed at two main objectives: (i) to reduce the dimensionality of
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the data and hence save on the computational resource required to process the

data, and (ii) to select the most relevant features so as to improve the effective-

ness of the desired classification/summarisation. In the case of the SAVSNET

data, domain experts were used to advise on the validity of selected features. For

comparison purposes two alternative feature selection techniques were considered:

(i) Term Frequency-Inverse Document Frequency (TF-IDF) [63] plus Chi-squared

[113] and (ii) TF-IDF plus Correlation-based Feature Selection (CFS) [40].

For the semi-automated method presented in Chapter 6 the preprocessing of the

free text consisted only of the removal of numbers and symbols while keeping phrase

delimiters such as commas, semicolons and full stops in order to have a clean but

coherent free text from which the user could identify relevant phrases. The resulting

preprocessed text was thus saved in a different file format to that used for the other

methods.

As noted above, the merging of relevant tabular data attributes, in the form of

words, with the free text is also investigated in this thesis using extended versions

of the SAVSNET-840-4 and SAVSNET-971-3 data sets (SAVSNET-840-4-TD+FT and

SAVSNET-971-3-TD+FT respectively) as it was conjectured that this could be a means

of enriching the free text. The desired merging required that the tabular attributes

that were of interest contained nominal values. Boolean values represented as nominal

values could also be taken into account. For example, the SAVSNET-840-4 data set

includes an attribute “neutered” which can take the values “no” or “yes” which can

be interpreted as “unneutered” and “neutered” respectively. This merging of tabular

data with the free text was viable because the proposed techniques used to extract

summaries from the free text did not rely on syntax or semantics. Figure 3.2 shows a

fragment of the SAVSNET-840-4-TD+FT data set after the free text had been partially

preprocessed (text was put into lower case; numbers, symbols and stop words were

removed; and the text associated with each record translated into a bag-of-words vector)

and merged with four tabular attributes added before the bag-of-words words (first

four “words” for the free text attribute). The eight tabular attributes were: “species”,

“breed”, “sex”, “neutered”, “colour”, “microchipped”, “insured” and “deceased”. It

was conjectured, with the exception of the attribute “sex” (third word in the text

example), that these attributes might add more relevant information that could improve

the text classification and consequently the summaries generated. In the case of the

“sex” attribute the contribution was not as clear because there were many unknown

values. With respect to the SAVSNET data there were few tabular attributes that

could be appropriately merged with the free text. The data presented in Figure 3.2 also

includes a class attribute (last attribute for each record highlighted in bold font). The

class labels were obtained using specific tabular attributes that indicated the presence

of a certain condition of interest.
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id,freeText,class

34039,feline dsh sexUnknown neutered tortois whi notMicrochipped uninsured notDeceased
v+ sunday reports v+ furballs reports constipation feaces dark appetite depressed drinking
small amounts blood exam abdo expremely distended bcs pale mm prolonged skin tent offered
investigation intensive tx pts vet est cat form text euth def euthanasia cat pts funds mh adv aw
rspca signed consent form,VomitingClass

34057,canine podencoibicenco male neutered brown microchipped uninsured notDeceased
ect rimadyl ect betamox la mucus d+ fresh blood adv worm light diet faeces tsa imp worsesn
recurs,DiarrhoeaClass

34077,canine labrador sexUnknown neutered black microchipped insured notDeceased ect
betamox la ect rimadyl fesh blood mucus d+ well eating hydrtated clin nad sl tense abdo palp
nad tn light diet wormer tsa necc pack drontal bw food packs atopica directed pack atopica
dogs,DiarrhoeaClass

34295,canine engspringerspaniel male unneutered liver white microchipped uninsured not-
Deceased colitic type d+ frequent straved bland food loss appetite wnl drinking wnl liquid day
specks bld straining eating grass ce mm crt wnl bar heart lungs wnl abd nad adv cont bland food
tx symptomatically initially faecal sample ini colvasone batch exp supply glutalyte add water batch
exp supply kaogel vp discount batch exp,DiarrhoeaClass

34309,canine staffordshirebullterrier male unneutered brindle whi microchipped uninsured
notDeceased yesterday bone bloody watery d++ v++ proper dog bone depressed feel shards bone
rectum removed large piece lots smaller pieces rectum adv tx abs rim cat micalax tsa tomorrow
better cont abs ini admit ga enema ect rimadyl ect synulox rtu micralax,DiarrhoeaClass

Figure 3.2: Example fragment of preprocessed free text merged with tabular
attributes.
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Inspection of the five records shown in Table 3.7 indicates that they include: (i)

case inconsistencies (“Canine” and “canine”), (ii) unknowns (Sex column) and (iii)

inclusion of symbols in text (“Tortois + Whi”, “Liver/white”, “Brindle & Whi”). It is

a common feature of tabular questionnaire data that missing values and redundancies

are included. The general steps used to preprocess the SAVSNET tabular data in this

research were as follows:

1. Case normalisation: String data types were converted to lower case to obtain

a consistent data representation.

2. Number and symbol removal: Numbers and symbols contained in nominal

attributes were removed. Symbols and white spaces that indicated the separation

between two words within a string of characters (for example “White Tortois”)

were replaced with a unique symbol (“/”).

3. Missing values handling: There are many strategies to address the issue of

missing values [41], examples include: (i) ignoring the record, (ii) filling the miss-

ing value manually, (iii) using a global constant to indicate the missing value, (iv)

using the attribute mean to assign a value, (v) using the attribute mean for all

the samples belonging to the same “class” of the selected record and (vi) using

the most probable value to fill in the missing value. The fourth strategy, using

the attribute mean to assign a value, was used in this research.

4. Feature selection: Not all the tabular attributes were of interest to the data

mining process, thus feature selection techniques (Chi-squared or CFS) were ap-

plied to identify which attributes were the most significant with respect to the

associated classes (which were the best discriminators); irrelevant attributes could

then be discounted. Domain experts were also used to validate the selected at-

tributes (in some cases they suggested additional attributes to be included).

5. Discretisation: Finally, in the case of numeric continuous attributes it was

necessary to discretise them; generating ranges of values from continuous data,

so that continuous values could be treated as nominal attributes.

Figure 3.3 shows a fragment of the tabular element of the SAVSNET-840-4 data

set. Note that the most relevant attributes, as confirmed by the domain experts, are

shown. The schema for the data is presented in the first line.

3.4 OHSUMED

In this section the OHSUMED data set is described. As in the case of the foregoing

section, this section comprises two subsections. In the first subsection the OHSUMED
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id,species,breed,sex,neutered,colour,microchipped,insured,deceased,class

34039,feline,dsh,unknown,yes,tortois&whi,no,no,no,VomitingClass

34057,canine,podencoibicenco,male,yes,brown,yes,no,no,DiarrhoeaClass

34077,canine,labrador,unknown,yes,black,yes,yes,no,DiarrhoeaClass

34295,canine,engspringerspaniel,male,no,liver&white,yes,no,no,DiarrhoeaClass

34309,canine,staffordshirebullterrier,male,no,brindle&whi,yes,no,no,DiarrhoeaClass

Figure 3.3: Example fragment of tabular questionnaire data in CSV format.

data sets are introduced, in the following subsection the associated preprocessing is

described.

3.4.1 Description of the OHSUMED data set

The OHSUMED data set was generated by Hersh et al. [44] and comprises 348,566 ref-

erences (titles and/or abstracts) from the MEDLINE database, which in turn contains

around 19 million citations for biomedical literature, including journals and books1.

The references covered by OHSUMED are from 270 medical journals collated over a

five-year period (1987-1991). The field definitions of the OHSUMED data set are:

(i) a sequential identifier, (ii) a MEDLINE identifier (UI), (iii) human-assigned MeSH

(Medical Subject Headings) terms (MH), (iv) title (TI), (v) publication type (PT), (vi)

abstract (AB), (vii) author(s) (AU) and (viii) source (SO). The field definitions that

were used to extract the data sets used with respect to the work described in this thesis

were: (i) the MEDLINE identifier (which constitutes a unique ID for each document),

(ii) the MeSH terms (which define the class labels of the documents), and (iii) the title

and the abstract (which constituted the desired free text).

Two subsets of OHSUMED were used in the experiments described later in this

thesis: (i) OHSUMED-CA-3187-3H (CA stands for Cardiovascular Abnormalities) and

(ii) OHSUMED-AD-3393-3H (AD stands for Animal Diseases). Each will be described

in further detail in the following two subsections. The MeSH terms contained in the

documents were used based on the “MeSH Tree Structures” defined by the U.S. National

Library of Medicine2, specifically the ones concerning diseases. The reasons why the

OHSUMED data set was selected were because: (i) its usage is frequently reported in

the literature for the purpose of evaluating text classification techniques [10, 61, 110],

(ii) the considerable number of documents and classes available in comparison to the

SAVSNET data set and (iii) the hierarchical organisation of the classes which is given

by the MeSH tree structures and which therefore provides for the evaluation of the

1http://www.nlm.nih.gov/databases/databases medline.html
2http://www.nlm.nih.gov/bsd/disted/mesh/tree.html
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hierarchical summarisation method presented in Chapter 7. For both OHSUMED-

CA-3187-3H and OHSUMED-AD-3393-3H, each level of their respective hierarchies

was considered as an independent data set for the evaluation of the non-hierarchical

methods presented later in this thesis. Unlike the subsets of the SAVSNET-917-4H

(described above) and the Reuters-21578 data sets (described below in Section 3.5),

the subsets of OHSUMED used in this research do not contain the same number of

documents per level in the hierarchy of documents because the documents were already

organised in a hierarchical way in which not all documents have a representation at all

levels of the hierarchy. As a consequence, the length of the summaries obtained from

the OHSUMED data sets varied depending on the number of levels of the hierarchy in

which the documents to be summarised were represented.

3.4.1.1 OHSUMED-CA-3187-3H (Cardiovascular Abnormalities)

The reason for choosing the OHSUMED-CA-3187-3H (Cardiovascular Abnormalities)

related documents to generate a data set was because it is a subset of the “Cardiovas-

cular Diseases” data set, which has been widely used in the literature [13, 38, 62, 68]

and which contains other related topics such as “Heart Diseases” and “Vascular Dis-

eases”. The data set was hierarchically organised into three levels. Table 3.8 shows

the number of classes and documents per level. The names of the classes, the MeSH

tree codes and the number of documents per class for each level in the hierarchy, are

presented in detail in Tables A.7, A.8 and A.9 of Appendix A. The second level of the

OHSUMED-CA-3187-3H hierarchy has a larger number of classes with respect to the

first and third levels.

Table 3.8: Number of classes per level in the OHSUMED-CA-3187-3H hierarchy.

Level Data set Number of classes Number of documents

First OHSUMED-CA-3187-1L 2 3,187
Second OHSUMED-CA-2570-2L 16 2,570
Third OHSUMED-CA-834-3L 7 834

3.4.1.2 OHSUMED-AD-3393-3H (Animal Diseases)

The OHSUMED-AD-3393-3H (Animal Diseases) data set was chosen due to the rela-

tive familiarity with the subject matter gained by the author while working with the

SAVSNET data. This data set was also hierarchically organised in three levels. Table

3.9 presents the number of classes and documents per level. Again, the names of the

classes, the MeSH tree codes and the number of documents per class for each level in

the hierarchy, are presented in detail in Tables A.10, A.11 and A.12 of Appendix A. In

this case the first and second levels of the OHSUMED-AD-3393-3H hierarchy have a

larger number of classes than the third level.
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Table 3.9: Number of classes per level in the OHSUMED-AD-3393-3H hierarchy.

Level Data set Number of classes Number of documents

First OHSUMED-AD-3393-1L 34 3,393
Second OHSUMED-AD-569-2L 26 569
Third OHSUMED-AD-292-3L 9 292

3.4.2 Preprocessing of the OHSUMED data set

This subsection describes how the OHSUMED data set was preprocessed. As already

noted, the OHSUMED data set consisted of references (titles and/or abstracts) from

the MEDLINE database, therefore the free text in this data set was different from

questionnaire free text in that: (i) it was structured, (ii) there was usually no mis-

spelled words and (iii) correct grammar was typically used. On the other hand, such

free text shares some of the challenging characteristics of questionnaire free text: (i) use

of abbreviations and (ii) acronyms specific to the domain. As in the case of the SAVS-

NET free text, the OHSUMED free text was represented in a CSV format to ensure

compatibility with the open source data mining software used: LUCS-KDD DN [16],

LUCS-KDD TFPC [18], WEKA [39] and Orange [21]. The class labels were already

defined in OHSUMED according to MeSH terms, so there was no need to generate

them using tabular attributes as in the case of the SAVSNET data. Figure 3.4 shows

two raw sample records taken from the OHSUMED data set.

Table 3.10 shows the schema for the OHSUMED data set. Each OHSUMED record

can be related to one or more MeSH terms, with respect to the work described in this

thesis only the first MeSH term is used as the corresponding class label. As previously

stated, the field definitions that are used in the extracted data sets were: the MEDLINE

identifier (which constitutes a unique ID for each document), the MeSH terms (which

define the class labels for the documents), and the title and the abstract (the free text

element). According to the MeSH term selected per record, the associated MeSH code

is identified within the MeSH tree structure/hierarchy and used to identify the level

in the hierarchy with which records are associated, as well as the hierarchical relations

between the classes (parent and child nodes).

Note that given the large number of categories in the MeSH hierarchy (there are

16 main MeSH categories), only two subcategories under the “Diseases” main MesH

category (which in turn contains 26 subcategories) were selected and used to generate

the two subsets of OHSUMED: (i) OHSUMED-CA-3187-3H (Cardiovascular Abnor-

malities) and (ii) OHSUMED-AD-3393-3H (Animal Diseases). Again, based on the

general free text preprocessing steps suggested by Miner et al. [74], the free text of

both the OHSUMED data sets was preprocessed as follows:

1. Scope of documents selection: As in the case of the SAVSNET data set, the
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.I 237240

.U
90296987
.S
Am Heart J 9010; 120(1):103-9
.M
Adolescence; Aortic Coarctation/PP/*SU; Child; Child, Preschool; Diastole/*PH; Echocardiography;
Echocardiography, Doppler; Electrocardiography; Female; Heart Ventricle/PH; Hemodynamics/PH;
Human; Male; Myocardial Contraction/*PH; Systole/*PH.
.T
Altered systolic and diastolic function in children after ”successful” repair of coarctation of the aorta.
.P
JOURNAL ARTICLE.
.W
We investigated whether left ventricular (LV) structural or functional abnormalities persist in children
on long-term follow-up after successful correction of coarctation of the aorta. Two-dimensional
directed M-mode and Doppler echocardiographic examinations were performed in 11 such subjects
and 22 age-matched control subjects. Digitized tracings were made from M-mode recordings of the
LV and Doppler mitral valve inflow recordings to measure septal, posterior wall, and LV dimensions,
LV mass, shortening fraction, peak shortening and lengthening velocities, diastolic filling time,
peak E velocity, peak A velocity, and velocity time integrals. Despite group similarities in age,
body size, and systolic blood pressure, greater fractional shortening (p = 0.0001), indexed peak
shortening velocity (p less than 0.001), and greater LV mass index (p less than 0.05) were seen
in the coarctation group in the face of lower LV wall stress (p = 0.0001). LV mass index correlated
with the resting arm-leg gradient, which ranged from -4 to +10 mm Hg. The coarctation group
had decreased early filling (p less than 0.006) with compensatory increased late diastolic filling (p
less than 0.05). Diastolic filling abnormalities were prominent in the older coarctation subjects and
were related to both systolic blood pressure (p less than 0.001) and LV mass index (p less than
0.01). Despite apparently successful repair of coarctation of the aorta, persistent alterations in both
systolic and diastolic LV function and LV mass are present in children at long-term follow-up, which
are related to the resting arm-leg gradient.(ABSTRACT TRUNCATED AT 250 WORDS)
.A
Moskowitz WB; Schieken RM; Mosteller M; Bossano R.

.I 144583

.U
89267465
.S
Surgery 8909; 105(6):801-3
.M
Arteriovenous Fistula/*ET/RA; Brachiocephalic Veins/*; Case Report; Catheterization/*AE;
Catheters, Indwelling/AE; Female; Human; Middle Age; Subclavian Artery/*.
.T
Subclavian artery-to-innominate vein fistula: a case caused by subclavian venous catheterization.
.P
JOURNAL ARTICLE; REVIEW; REVIEW, TUTORIAL.
.W
Arteriovenous fistulas caused by subclavian vein catheterization occur rarely. Most subclavian vein
catheters are inserted through an infraclavicular subclavian venipuncture with passage of a vessel
dilator and peel-away sheath over a guidewire. We report a previously undescribed complication of
this technique, namely, a right subclavian artery-to-right innominate vein fistula. The mechanism of
injury was perforation through the opposing walls of the respective vein and artery due to stiffness
of the vessel dilator that could not negotiate the curve from the subclavian vein to the innominate
vein. Measures to avoid this complication are described.
.A
Pabst TS 3d; Hunter GC; McIntyre KE; Parent FN 3d; Bernhard VM.

Figure 3.4: Example of raw OHSUMED data.
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Table 3.10: Field definitions for OHSUMED data set.

Code Meaning

I Sequential identifier
U MEDLINE identifier
S Source
M MeSH terms
T Title
P Publication type
W Abstract
A Author(s)

entire collection of free text “documents” was selected for both subsets.

2. Case normalisation: As before, words were converted to lower case.

3. Numbers, symbols and stop words removal: Numbers and symbols were

again removed from the free text because they were considered to represent noise.

However, unlike the SAVSNET data, there were no particular numbers or symbols

that were considered significant when put together with words or letters. Stop

words were also removed.

4. Tokenization: The text was again tokenized into single words using white spaces

and punctuation symbols as delimiters.

5. Stemming: Stemming was used to reduce the dimensionality of the data set

and to associate words related to the same concepts or ideas. Again, the Porter

Stemming algorithm was adopted [106].

6. Feature selection: The same two feature selection techniques used for the

SAVSNET data were applied (so as to facilitate comparisons): (i) Chi-squared

and (ii) CFS. However, in this case domain experts were not used to validate the

selected features.

As in the case of the SAVSNET data, a different preprocessing was carried out

with respect to the semi-automated method presented in Chapter 6: numbers and

symbols were removed but phrase delimiters (commas, semicolons and full stops) were

maintained in order to have a clean but coherent free text from which a user could

identify relevant phrases.

An example of some partially preprocessed OHSUMED-CA-3187-3H free text (lower

case only; numbers, symbols and stop words removed; bag-of-words vector space for-

mat) is shown in Figure 3.5. Since in most cases there were several class labels and

most of them had long names, a set of codes was used to easily identify the class label

and the level in the hierarchy to which it was related (e.g. AA - First level, first class
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label, BC - Second level, third class label, and so on). For example, in Figure 3.5 the

record with ID “90296987” has “AA” as the class label, which in turn corresponds to

the class “Congenital Heart Defects” and to the MeSH Tree Code “C14.240.400”. In

a similar manner, record “89267465” has “AB” as the class label corresponding to the

class “Vascular Malformations” and to the MeSH Tree Code “C14.240.850”. Note that

at the stage of summary generation the original class labels were used.

id,freeText,class

90296987,altered systolic diastolic function children successful repair coarctation aorta in-
vestigated left ventricular lv structural functional abnormalities persist children long term follow
successful correction coarctation aorta dimensional directed mode doppler echocardiographic
performed subjects age matched control subjects digitized tracings mode recordings lv doppler
mitral valve inflow recordings measure septal posterior wall lv dimensions lv mass shortening
fraction peak shortening lengthening velocities diastolic filling time peak velocity peak velocity
velocity time integrals despite group similarities age body size systolic blood pressure greater
fractional shortening indexed peak shortening velocity greater lv mass coarctation group face
lower lv wall stress lv mass correlated resting arm leg gradient ranged mm hg coarctation group
decreased early filling compensatory increased late diastolic filling diastolic filling abnormalities
prominent older coarctation subjects systolic blood pressure lv mass despite successful repair
coarctation aorta persistent alterations systolic diastolic lv function lv mass children long term follow
resting arm leg gradient abstract truncated,AA

89267465,subclavian artery innominate vein fistula case caused subclavian venous catheterization
arteriovenous fistulas caused subclavian vein catheterization occur rarely subclavian vein catheters
inserted ough infraclavicular subclavian venipuncture passage vessel dilator peel sheath guidewire
report undescribed complication technique subclavian artery innominate vein fistula mechanism
ury perforation ough opposing walls respective vein artery stiffness vessel dilator negotiate curve
subclavian vein innominate vein measures avoid complication described,AB

Figure 3.5: Example of partially preprocessed OHSUMED data.

3.5 Reuters-21578

In this section the third data set, the Reuters data set, is described. As in the case

of the previous two sections, this section is divided into two subsections. The first

introduces the data set and gives some background, while the second describes the

preprocessing that was applied.

3.5.1 Description of the Reuters-21578 data set

The Reuters-21578 data set is comprised 21,578 English language news stories produced

by the Reuters news agency and is one of the most used data sets found in the text

classification literature [24, 99, 103]. The text documents within the Reuters-21578

data set are related to 135 classes and were originally collected and labelled by Carnegie

Group Inc. and Reuters, Ltd. in 19873. Around 1991 a first version of the Reuters

data set, which was called Reuters-22173, was generated by Lewis and Shoemaker at

3http://www.daviddlewis.com/resources/testcollections/reuters21578/readme.txt
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the Center for Information and Language Studies at the University of Chicago3. In

1996 Lewis and Finch generated the Reuters-21578 data set3, which was an improved

version of the Reuters-22173 data set (duplicated elements were removed). Unlike the

SAVSNET-917-4H and the OHSUMED data sets, the Reuters-21578 data set is not

explicitly organised in a hierarchical manner; however, the relation between the 135

classes can be used to generate two hierarchies of classes. The Reuters-21578 data set

is represented in 22 files with 21 of them containing 1,000 documents and the remaining

one 578 documents. The files are in SGML (Standard Generalized Markup Language)

format, which is used for defining generalised markup languages for documents. The

parts of the documents are indicated by tags, the most relevant being: (i)< TOPICS >

(what the document is about, indicated by a list of categories), (ii) < DATE > (the

date and time of the document), (iii) < PLACES > (the place(s) related to the

document), (iv) < PEOPLE > (names of people involved in the document), (v) <

EXCHANGES > (similar to TOPICS but with categories related to stock exchanges,

e.g. nasdaq), (vi) < COMPANIES > (names of companies related to the document),

(vii) < TITLE > (the title of the document), (viii) < DATELINE > (the date of

the document) and (ix) < BODY > (the free text of the document).

In a similar manner to that reported in [24] and [99], but using different criteria,

two hierarchies of classes were generated constituting two subsets of Reuters-21578:

(i) Reuters-21578-LOC-2327-2H and (ii) Reuters-21578-COM-2327-2H. Each will be

described in the following two subsections. As in the case of the SAVSNET-917-4H

and the OHSUMED data sets, with respect to the methods presented in this thesis,

each level of each hierarchy was considered as an independent data set with respect to

the non-hierarchical methods and as a whole data set for the hierarchical method. As in

the case of SAVSNET-917-4H, the number of documents per level in each hierarchy of

classes is the same. Similarly to OHSUMED, the main two reasons for using Reuters-

21578 with respect to the work described in this thesis were its frequent use in the

literature to evaluate text classification techniques and the large number of documents

and classes it contains in comparison with the SAVSNET data set. The names of the

classes, and the number of documents per class for each level in the Reuters-21578

hierarchies of classes, are presented in detail in Appendix A.

3.5.1.1 Reuters-21578-LOC-2327-2H

The Reuters-21578-LOC-2327-2H hierarchy of classes described the geographical lo-

cations for individual news stories. The first level of the hierarchy is related to the

region(s) or continent(s) with which each news story was related. The second level of

the hierarchy is related to the country or countries to with which each news story was

related. Table 3.11 presents the number of classes and documents per level. The names

of the classes and the number of documents per class for each level in the hierarchy are
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presented in detail in Tables A.13 and A.15 of Appendix A.

Table 3.11: Number of classes per level in the Reuters-21578-LOC-2327-2H hierarchy.

Level Data set Number of classes Number of documents

First Reuters-21578-LOC-2327-1L 14 2,327
Second Reuters-21578-LOC-2327-2L 92 2,327

3.5.1.2 Reuters-21578-COM-2327-2H

The Reuters-21578-COM-2327-2H hierarchy of classes described the topics to which

the news stories reported on. The first level of the hierarchy is related to the types of

commodities to which the news stories report on. The second level of the hierarchy is

related to the individual commodities to which the news stories report on. Table 3.12

presents the number of classes and documents per level. The names of the classes and

the number of documents per classes for each level in the hierarchy are presented in

detail in Tables A.14 and A.16 of Appendix A.

Table 3.12: Number of classes per level in the Reuters-21578-COM-2327-2H hierarchy.

Level Data set Number of classes Number of documents

First Reuters-21578-COM-2327-1L 5 2,327
Second Reuters-21578-COM-2327-2L 52 2,327

3.5.2 Preprocessing of the Reuters-21578 data set

This subsection describes how the Reuters-21578 data set was preprocessed. As already

noted, Reuters-21578 is consisted of news articles, this a different category of free text

than that associated with SAVSNET (questionnaires) or OHSUMED (abstracts from

academic papers). However, Reuters-21578 is similar to OHSUMED, and different from

SAVSNET, in that it contains structured free text. Thus the preprocessing is similar

to that carried out for the OHSUMED data. As in the case of the SAVSNET and

OHSUMED data, the Reuters-21578 free text was represented in CSV format.

Although all the documents in Reuters-21578 had class labels associated with them

in different categories, they were not explicitly organised as a hierarchy, so it was

necessary to create two hierarchies (Reuters-21578-LOC-2327-2H and Reuters-21578-

COM-2327-2H) based on the data set classes in order to apply the hierarchical method

presented in Chapter 7. The Reuters-21578-LOC-2327-2H hierarchy comprised two

levels, from the root: (i) Continent and (ii) Country; the Reuters-21578-COM-2327-

2H hierarchy also comprised two levels: (i) Type of commodity and (ii) Commodity.

An example fragment of the Reuters-21578 raw data is shown in Figure 3.6. Each
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document has an old ID (“OLDID”) and a new ID (“NEWID”) because Reuters-

21578 is an improved version of Reuters-22173, hence the dual IDs. However, neither

of these IDs was used with respect to the work described in this thesis, instead a

unique consecutive number was used as the ID for each document. The content of

the “PLACES” tag was used to determine the two levels of the Reuters-21578-LOC-

2327-2H hierarchy according to which continent(s) (first level) and to which country

(second level) the document referred to. If the document referred to more than one

country, the first country was considered as the most representative and the one with

which the document was associated. Determining which continent a document was

related to was straightforward if there was only one country to be considered. If there

were more than one country, only the first two countries and their associated continents

were considered: if both countries belonged to different continents a combination of the

names was assigned as the class (for example “U.S.A.” and “France” would belong to

the pseudo continent “AmericaEurope”), otherwise the assignment was straightforward.

Regarding the Reuters-21578-COM-2327-2H hierarchy, the content of the “TOP-

ICS” tag was used to determine its two levels according to which type of commodity

(first level) and to which specific commodity (second level) the document was related.

Note that in both cases (“PLACES” and “TOPICS” tags) there could be more than

one element or in some cases no element at all. In the case of many elements within a

tag, the first one was chosen as it was considered to be the most representative. When

there were no elements within a tag the document was ignored. The content of the

“TITLE”, “DATELINE” and “BODY” tags were used together to make up the free

text.

As in the case of other data sets considered in this chapter, the Reuters-21578

free text was again preprocessed according to the general free text preprocessing steps

suggested by Miner et al. [74], as follows:

1. Scope of documents selection: The entire collection of free text “documents”

was selected (as in the case of the SAVSNET and OHSUMED data).

2. Case normalisation: All alphabetic characters were again converted to lower

case.

3. Numbers, symbols and stop words removal: Numbers and symbols and

stop words were removed from the free text. As in the case of the OHSUMED

data there were no particular alpha-numeric combinations that were considered

significant.

4. Tokenization: The text was tokenized into single words in the same manner as

adopted for SAVSNET and OHSUMED.
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5. Stemming: Stemming was used to reduce the dimensionality of the data in the

same manner as for the OHSUMED data.

6. Feature selection: Chi-squared and CFS were again used for feature selection.

As before, a variation of the above preprocessing was conducted with respect to

the semi-automated method presented in Chapter 6 so that numbers and symbols were

removed but phrase delimiters (commas, semicolons and full stops) were kept.

Figure 3.7 gives an example fragment of partially preprocessed Reuters-21578 records

(all lower case; numbers, symbols and stop words removed; and bag-of-words format).

Note the codes used to identify the class labels (bold font) and the level in the hierarchy

to which each document was related (e.g. AA - First level, first class label, BC - Second

level, third class label, and so on). For example, in Figure 3.7 the record with the ID

“275” has the code “AC” as the class label, which corresponds to the class “Livestock”.

In a similar manner, record “1745” has the code “AB” as the class label, which in turn

corresponds to the class “Grains”. A similar class label coding was used with respect

to the OHSUMED data sets. As in the case of the SAVSNET-917-4H data, the same

documents appear in each level of the hierarchy but with different class labels in each

case.

3.6 Summary

From the foregoing, the data sets used in the research described in this thesis all com-

prised real-world data. The main difference between SAVSNET and the other data

sets was that the SAVSNET data represented a genuine questionnaire data set. A

second distinction was that the SAVSNET data set contained a small amount of data

and is of restricted use; while the OHSUMED and Reuters-21578 data sets contained

a larger amount of data, are readily available on-line and are frequently considered as

benchmark data sets in the literature. The relevance of using SAVSNET-840-4 and

SAVSNET-971-3 was that they allowed investigation of the effect of using parts of

the tabular element of questionnaire data in the text summarisation process by using

extended versions of them (SAVSNET-840-4-TD+FT and SAVSNET-971-3-TD+FT)

where tabular attributes were added to the free text in the form of words. Table 3.13

lists the complete collection of data sets used to evaluate the work described in this

thesis together with an indication of the proposed methods where they were used. As

mentioned in Chapter 1, the summarisation methods based on text classification consid-

ered in this thesis are: (i) Standard Classification (SC), (ii) Classifier Generation Using

Secondary Data (CGUSD), (iii) Semi-Automated Rule Summarisation Extraction Tool

(SARSET) and (iv) Hierarchical Text Classification (HTC). From Table 3.13 it can be

noted that all the data sets were used in all cases with the exception of SAVSNET-840-
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<REUTERS TOPICS=“YES” LEWISSPLIT=“TRAIN” CGISPLIT=“TRAINING-SET” OLDID=“18913”
NEWID=“2495”>
<DATE> 5-MAR-1987 17:10:15.09</DATE>
<TOPICS><D>livestock</D><D>carcass</D></TOPICS>
<PLACES><D>usa</D></PLACES>
<PEOPLE></PEOPLE>
<ORGS></ORGS>
<EXCHANGES></EXCHANGES>
<COMPANIES></COMPANIES>
<UNKNOWN>
&#5;&#5;&#5;F
&#22;&#22;&#1;f0943&#31;reute
r f BC-MEATPACKERS-REJECT-OC 03-05 0101</UNKNOWN>
<TEXT>&#2;
<TITLE>MEATPACKERS REJECT OCCIDENTAL &lt;OXY> UNIT OFFER</TITLE>
<DATELINE> CHICAGO, March 5 - </DATELINE><BODY>United Food and Commercial
Workers Union Local 222 rejected a new contract proposal from Iowa Beef Processors Inc and
remain out of work, union spokesman Allen Zack said. In mid-December, Iowa Beef, a subsidiary
of Occidental Petroleum Corp, closed its beef processing plant at Dakota City, Nebraska, because
it said “it had no alternative to threats by meatpackers to disrupt operations.” About 2,800 UFCWU
members are affected by what the union terms as a lockout. A 3-1/2 year labor contract at the plant
expired December 13. Zack said IBP’s proposal included elimination of a two-tier wage structure,
a 60 cent an hour wage cut for slaughterers and a 45 cent an hour wage reduction for processors.
The new proposal also included a bonus system of 1,000 dlrs for workers who had been at the
plant for two years, Zack said. The annual turnover rate at the facility is 100 pct, he said. Reuter
&#3;</BODY></TEXT>
</REUTERS>

<REUTERS TOPICS=“YES” LEWISSPLIT=“TEST” CGISPLIT=“TRAINING-SET” OLDID=“682”
NEWID=“16147”>
<DATE>13-APR-1987 05:42:03.66</DATE>
<TOPICS><D>grain</D><D>corn</D><D>rice</D><D>oilseed</D><D>cottonseed</D>
<D>groundnut</D></TOPICS>
<PLACES><D>china</D></PLACES>
<PEOPLE></PEOPLE>
<ORGS></ORGS>
<EXCHANGES></EXCHANGES>
<COMPANIES></COMPANIES>
<UNKNOWN>
&#5;&#5;&#5;G C
&#22;&#22;&#1;f0331&#31;reute
u f BC-CHINA-RAISES-GRAIN-PU 04-13 0099</UNKNOWN>
<TEXT>&#2;
<TITLE>CHINA RAISES GRAIN PURCHASE PRICES</TITLE>
<DATELINE> PEKING, April 13 - </DATELINE><BODY>China has raised the state purchase
prices of corn, rice, cottonseed and shelled peanuts from April 1 to encourage farmers to grow
them, the official China Commercial Daily said. The paper said the price paid for corn from 14
northern provinces, cities and regions has increased by one yuan per 50 kg. A foreign agricultural
expert said the rise will take the price to 17 fen per jin (0.5 kg) from 16 fen. The paper said the price
for long-grained rice from 10 southern provinces and cities was raised by 1.5 yuan per 50 kg. The
paper said the price for round-grained rice from 11 provinces, regions and cities in central, east
and northwest China has been increased by 1.75 yuan per 50 kg. It gave no more price details. It
said local authorities must inform farmers of the price increases before farmers begin planting, to
encourage production of grains and oilseeds. Chinese officials have said farmers are unwilling to
grow grain because they can earn more from other crops. REUTER &#3;</BODY></TEXT>
</REUTERS>

Figure 3.6: Example fragment of raw Reuters-21578 data.
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id,freeText,class

275,meatpackers reject occidental oxy unit offer chicago march united food commercial
workers union local rejected contract proposal iowa beef processors remain work union spokesman
allen zack mid december iowa beef subsidiary occidental petroleum corp closed beef processing
plant dakota city nebraska alternative eats meatpackers disrupt operations ufcwu members union
terms lockout year labor contract plant expired december zack ibp proposal included elimination
tier wage structure cent hour wage cut slaughterers cent hour wage reduction processors pro-
posal included bonus system dlrs workers plant years zack annual turnover rate facility pct reuter,AC

1745,china raises grain purchase prices peking april china raised purchase prices corn rice
cottonseed shelled peanuts april encourage farmers grow official china commercial paper price
paid corn northern provinces cities regions increased yuan foreign agricultural expert rise will price
fen jin fen paper price long grained rice southern provinces cities raised yuan paper price round
grained rice provinces regions cities central east northwest china increased yuan price details local
authorities inform farmers price increases farmers planting encourage production grains oilseeds
chinese officials farmers unwilling grow grain earn crops reuter,AB

Figure 3.7: Two example preprocessed Reuters-21578 records.

4-FT, SAVSNET-840-4-TD+FT, SAVSNET-971-3-FT and SAVSNET-971-3-TD+FT,

which were not used in the HTC experiments as they did not feature class hierarchies.

Thus, in summary, this chapter has described the data sets used to evaluate the

text summarisation techniques proposed in this thesis as well as describing the respec-

tive preprocessing applied in each case. It was noted that the tabular and the free

text elements of questionnaire data, having different characteristics, were preprocessed

separately. The preprocessing steps in each case were described in detail. The idea

of merging relevant tabular data attributes with free text as a means of enriching the

textual element of a questionnaire data was also introduced.
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Table 3.13: Comparison of data sets and their usage in relation to the proposed
methods.

Data sets Text Classification methods
for Text Summarisation

Name Classes Docs. SC CGUSD SARSET HTC

SAVSNET-840-4-FT 4 840 3 3 3 7

SAVSNET-840-4-TD+FT 4 840 3 7 7 7

SAVSNET-971-3-FT 3 971 3 3 3 7

SAVSNET-971-3-TD+FT 3 971 3 7 7 7

SAVSNET-917-1L 3 917 3 3 3 3

SAVSNET-917-2L 3 917 3 7 3 3

SAVSNET-917-3L 3 917 3 7 3 3

SAVSNET-917-4L 5 917 3 7 3 3

OHSUMED-CA-3187-1L 2 3,187 3 3 3 3

OHSUMED-CA-2570-2L 16 2,570 3 3 3 3

OHSUMED-CA-834-3L 7 834 3 3 3 3

OHSUMED-AD-3393-1L 34 3,393 3 3 3 3

OHSUMED-AD-569-2L 26 569 3 3 3 3

OHSUMED-AD-292-3L 9 292 3 3 3 3

Reuters-21578-LOC-2327-1L 14 2,327 3 3 3 3

Reuters-21578-LOC-2327-2L 92 2,327 3 3 3 3

Reuters-21578-COM-2327-1L 5 2,327 3 3 3 3

Reuters-21578-COM-2327-2L 52 2,327 3 7 3 3
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Chapter 4

Using Standard Classification
Techniques for Text
Summarisation

4.1 Introduction

The previous chapter presented how the questionnaire data used for evaluation purposes

with respect to this thesis was preprocessed and represented prior to applying the text

summarisation techniques proposed later in this thesis. The proposed techniques are

considered in this and in the following three chapters. As noted in Chapter 2, a number

of approaches are reported in the literature that are directed at the summarisation

of text documents using text classification methods [9, 89, 58, 43], although these

approaches operate in a different manner to that presented in this thesis. This chapter

considers the potential of using a single standard classification technique to generate the

desired summarisation classifiers. More specifically the work described in this chapter

had four objectives:

1. To establish a benchmark with which to compare the alternative summarisation

classification techniques presented later in this thesis.

2. To compare the operation of a number of different classifiers on data sets contain-

ing different types of text and select the ones that produced the best performance

for use with respect to the work described later in Chapters 5 and 7.

3. To ascertain whether the addition of tabular data was useful or not in terms

of the quality of the classification results and consequently in the quality of the

summaries.

4. To compare the operation of two potential feature selection techniques and de-

termine which one produced the best performance.
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It was therefore considered desirable to compare and identify which classification

technique produced the best performance with respect to the different kinds of data

sets considered (questionnaires, academic papers and news articles). The standard

classification techniques and the evaluation measures used were described extensively

in Chapter 2.

The remainder of this chapter is arranged as follows. The proposed summarisa-

tion methodology is described in Section 4.2. Section 4.3 presents a comprehensive

description of the experiments carried out on the data sets, as well as an interpretation

of the obtained results, in the context of the proposed methodology. A summary of

the evaluation results obtained is presented in Section 4.4 and some discussion of the

results in Section 4.5. Finally, a summary of the chapter is presented in Section 4.6.

4.2 Methodology

A schematic illustration of the summarisation approach using standard classification

techniques is presented in Figure 4.1. From the figure, the input consists of data

sets containing text documents which may also include tabular data (as in the case

of questionnaire data). The approach comprises four main stages: (i) preprocessing

and representation of the input data, (ii) feature selection, (iii) classification and (iv)

summarisation. The first stage (shown in Figure 4.1 in the area labelled “(1) Pre-

processing”) was comprehensively described in a generic manner in Chapter 3. As

explained in Chapter 3, two feature selection techniques were used, (i) TF-IDF in con-

junction with Chi-squared and (ii) TF-IDF in conjunction with CFS, and thus these

are not discussed further here. The last two stages are the most significant with respect

to the approach presented in this chapter and are described in detail in the following

two subsections.

4.2.1 Classification

As shown in the area labelled “(3) Text Classification” in Figure 4.1 a classifier is applied

to the input data. How this classifier is best generated was one of the objectives of

the work described in this chapter. Experiments were conducted (reported later in this

chapter) using seven different standard classification techniques as follows:

• TFPC

• C4.5

• SMO

• LibSVM

• Naive Bayes

• K-Nearest Neighbour

• RIPPER

These were selected because: (i) they are well known classification techniques whose
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usage has been widely reported in the literature and (ii) they display a variety of meth-

ods of operation. Each of the adopted classifier generators was introduced in Chapter

2. Once the classifiers have been applied to the data sets, they may be evaluated. With

respect to the work described in this thesis the following two step classifier generation

procedure was adopted:

1. For each classification technique in question, train using stratified Ten-fold Cross

Validation (TCV).

2. For each generated classifier evaluate using five evaluation measures: (i) overall

accuracy expressed as a percentage, (ii) Area Under the ROC Curve (AUC),

(iii) precision, (iv) sensitivity/recall and (v) specificity. Of these, accuracy and

AUC were considered to be the most relevant; precision, sensitivity/recall and

specificity are presented so as to provide a broader insight into the effectiveness

of the individual classifiers. (Each of these measures was described in Chapter

2).

The classifier generation process that produced the best classification results was then

further used to evaluate the summarisation techniques described in Chapters 5 to 7.

4.2.2 Summary Generation

As shown in Figure 4.1 in the area labelled “(4) Text Summarisation”, the classes

assigned to unseen documents as a result of applying a selected classifier were used to

generate the desired summaries by prepending or appending “canned” text to individual

class labels, and in consequence increasing the readability of the extracted meaning.

Simple rules of the form:

if <CLASS NAME> then <PREPEND APPEND>

<DOMAIN SPECIFIC TEXT>

were established by recourse to domain experts. These rules were then used to prepend

or append domain-specific text to generated class labels (names). Some example rules

are presented in Table 4.1 where the last rule is treated as a “catch all” default rule.

Note that, with respect to Table 4.1, in some cases, as in the case of class1 and class3,

the same text may be appended or prepended.

Algorithm 1 shows how the names of the classes that are assigned to text documents,

after the application of a classifier, are coupled with domain-specific text according to

rules of the above form. The input to the algorithm is: (i) a class label ci associated

with a particular document and (ii) a set of n rules R = {r1, r2, . . . , rn}. Domain-

specific text is prepended/appended to the name of the class according to the rules in

R. In the rare case where no class was assigned, default domain-specific text is used as
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Table 4.1: Example of rules for generating summaries.

if (class1) then (prepend) (‘‘This document was about’’)

if (class2) then (append) (‘‘was the main topic of this document’’)

if (class3) then (prepend) (‘‘This document was about’’)

if (class4) then (append) (‘‘was the main topic of this document’’)

if (noClass) then (append) (‘‘This document was about <domain area >’’)

defined by rule rn. The output is a text summarisation which is enclosed by quotation

marks.

Data: action, ci, R = {r1, r2, . . . , rn}
Result: text summary of the original document which includes ci and

prepended/appended text
1 s = null string
2 for all ri in R from i = 1 to i = n− 1 do
3 if ri.antecedent = ci then
4 if action = prepend then
5 s← ci with ri.consequent prepended
6 else if action = append then
7 s← ci with ri.consequent appended

8 end
9 if s = null string then

10 if action = prepend then
11 s← ci with ri.consequent prepended
12 else if action = append then
13 s← ci with ri.consequent appended

14 return s

Algorithm 1: Prepending/appending text to a name of a class.

As was previously highlighted in Chapter 1, in this thesis text summarisation is

conceived as a form of text classification in that the classes assigned to text documents

are viewed as an indication of the main ideas of the original free text but in a coherent

and reduced form. Therefore, it is suggested that summaries of the forms: (i) Domain-

specific text + name of class and (ii) Name of class + domain-specific text, are relevant,

especially where the text is unstructured and contains features such as the ones found in

the free text part of questionnaires (misspelled words, poor grammar, and abbreviations

and acronyms related to a specific domain).

4.3 Experiments and Results

This section reports on the experiments conducted to evaluate the use of standard

classification techniques for summary generation. As noted above, seven standard

classification techniques were applied to the 18 identified data sets (8 of which contained
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questionnaire data). Recall that during preprocessing two different feature selection

methods were considered, Chi-squared and CFS, thus giving a total of 36 variations

(the two feature selection methods applied to each of the 18 data sets).

Note that TFPC was applied using four different confidence threshold (γ) values:

(i) 50%, (ii) 60%, (iii) 70% and (iv) 80%. These four variations of TFPC are identified

below as TFPC-C50, TFPC-C60, TFPC-C70 and TFPC-C80. Thus ten standard clas-

sification techniques were considered in total. Note also that in the case of the TFPC

algorithm a range of support threshold (σ) values, from 0.5 to 2.5, incremented in steps

of 0.5, were used. The results presented later in this section are therefore averages over

the range of (σ) values with respect to each (γ) value.

The classification results for each data set are presented in Tables 4.2 to 4.19. In the

tables, the first column lists the classification technique used: (i) TFPC-C50, (ii) TFPC-

C60, (iii) TFPC-C70, (iv) TFPC-C80, (v) C4.5, (vi) SMO, (vii) LibSVM, (viii) NB

(Naive Bayes), (ix) KNN (K-Nearest-Neighbour) and (x) RIPPER. The remaining ten

columns are divided into two groups. From Table 4.2 to Table 4.5 the first five columns

correspond to the free text only and the remaining five to the free text combined

with tabular data. From Table 4.6 to Table 4.19 the remaining ten columns after

the “Method” column are also divided into two groups: one for each feature selection

method used. For all the tables each five-column group comprises a listing of the

following: (i) overall accuracy expressed as a percentage (Acc), (ii) Area Under the ROC

Curve (AUC), (iii) precision (Pr), (iv) sensitivity/recall (Sn/Re) and (v) specificity

(Sp). For each data set used, and taking into account the feature selection method

applied, the highest recorded accuracy and AUC values are indicated in bold font. In

some cases a particular classification method produced both the highest accuracy and

AUC value, while in other cases one method produced the highest accuracy and another

the highest AUC. The classification methods that achieved the best classification results

were considered to be the ones most appropriate to text summarisation.

An overall comparison of the best classification techniques according to the recorded

results is presented in Table 4.20. The rest of this section is divided into subsections

each directed at one of the data sets considered and each ends with a summary of the

evaluation results.

4.3.1 SAVSNET-840-4

The results presented in Tables 4.2 and 4.3 correspond to the experiments carried out

using the SAVSNET-840-4-FT and the SAVSNET-840-4-TD+FT data sets respectively.

Comparing the results obtained using Chi-squared feature selection (Table 4.2), it is

not clear whether there is any advantage of including tabular data with the free text

since many of the results are similar. The highest accuracy and AUC values in each

case were obtained using SMO. In SAVSNET-840-4-FT the second highest accuracy
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value (88.33%) was obtained using C4.5 while the other highest AUC value (0.95) was

obtained using RIPPER. In the case of SAVSNET-840-4-TD+FT the highest accuracy

and AUC values were obtained using SMO and RIPPER respectively, while SMO ob-

tained an accuracy of 90.60% and an AUC of 0.96, RIPPER obtained an accuracy of

89.40% of accuracy and an AUC of 0.96.

From the comparison between the SAVSNET-840-4-FT and the SAVSNET-840-

4-TD+FT data sets using Chi-squared (see Table 4.2), it is noticeable that for the

ten classification methods, the methods that performed better were evenly distributed

between the case when they were applied to the free text only and the case when they

were applied to the free text combined with tabular data. The highest results overall,

however, were achieved when tabular data was used in conjunction with free text. The

classification methods that had the best performance were: (i) C4.5, (ii) SMO and (iii)

RIPPER.

Considering the classification results obtained using CFS feature selection (Table

4.3) with respect to SAVSNET-840-4-FT and SAVSNET-840-4-TD+FT, it is interest-

ing to note that the best classification results were achieved when considering only the

free text. This contradicts the results reported in Table 4.2, the probable cause ap-

pears to be the feature selection method applied, leading to the conjecture that for the

SAVSNET-840-4 data set the best results are obtained when: (i) Chi-squared feature

selection is applied to free text combined with tabular data and (ii) CFS feature selec-

tion is applied to free text on its own. Interestingly most of the classification techniques

performed better when only the free text SAVSNET data was considered (SAVSNET-

840-4-FT). Again, the three best classification techniques were: (i) C4.5, (ii) SMO and

(iii) RIPPER.

Overall, comparing the results presented in both Table 4.2 and 4.3 it can be conjec-

tured that for generating high quality summaries from the SAVSNET-840-4 data the

inclusion of additional tabular data and Chi-squared feature selection can enhance the

result. The classification methods that achieved the best results in general were: (i)

C4.5, (ii) SMO and (iii) RIPPER, with SMO producing the best overall performance. It

is interesting to note that these classification methods all operate in a different manner.
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4.3.2 SAVSNET-971-3

Tables 4.4 and 4.5 show the results obtained with respect to the SAVSNET-971-3-

FT and SAVSNET-971-3-TD+FT data sets. These tables are structured in a similar

manner to Tables 4.2 and 4.3.

Considering the results obtained using Chi-squared feature selection first (Table 4.4)

it is noticeable that, although the free text only data has produced consistently better

accuracy and AUC, the best results were the ones obtained when SMO was applied to

free text combined with tabular data (recorded accuracy of 75.30% and AUC of 0.80).

However, the results for the free text only data set using SMO are very similar, having

an accuracy of 75.87% and an AUC of 0.80.

In Table 4.5 (CFS feature selection) most of the results obtained using free text only

were higher than the ones obtained using free text and tabular data in conjunction.

Similarly to the results obtained using Chi-squared feature selection, the best accuracy

and AUC results using CFS were obtained with SMO (76.21% and 0.79 respectively).

In the case of free text combined with tabular data the best accuracy value (70%) was

achieved using TFPC-C60 and the best AUC value (0.75) using C4.5.

Overall, in the context of SAVSNET-971-3-FT, most of the best results were ob-

tained using Chi-squared feature selection. However, the two best results achieved

(using SMO and C4.5) with respect to SAVSNET-971-3-TD+FT, were slightly higher

than the ones achieved using SAVSNET-971-3-FT. RIPPER was the third best method

in both cases. When CFS was used to select features most of the best results were ob-

tained with respect to SAVSNET-971-3-FT. In the case of SAVSNET-971-3-TD+FT,

TFPC-C60 and SMO produced the best accuracy values, however, considering also

AUC, the two best results were once again obtained using C4.5 and with SMO.
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4.3.3 SAVSNET-917-4H

As was mentioned earlier in this chapter, each one of the remaining data sets used in the

experiments contains only free text and were part of a hierarchy of classes. However,

for the purpose of generating summaries using standard classification methods, each

level of the hierarchy for each data set was considered as an independent data set.

Tables 4.6, 4.7, 4.8 and 4.9 present the results for each of the data sets that comprise

the SAVSNET-917-4H hierarchy of classes.

4.3.3.1 SAVSNET-917-1L

Table 4.6 shows the results obtained for the first level of the SAVSNET-917 data set,

thus SAVSNET-917-1L. In the case of Chi-squared feature selection the classification

methods that produced the best accuracy values were SMO and RIPPER (70.34% and

67.18% respectively). The best AUC values were obtained using SMO (0.75) and Naive

Bayes (0.70). On the other hand when CFS feature selection was used, SMO and

RIPPER produced the best accuracy values (67.61% and 67.07%), and SMO and C4.5

the best AUC values (0.72 and 0.75 respectively).

Regardless of the feature selection method used, SMO proved to be the best overall

classification method, followed very closely by RIPPER. C4.5 did not perform well with

respect to accuracy when Chi-squared feature selection was used. When CFS feature

selection was used, C4.5 performed better than TFPC. In general the best results were

obtained with Chi-squared feature selection, however the values obtained with both

feature selection methods were similar, with SMO and RIPPER being identified as the

best classification methods in both cases.

4.3.3.2 SAVSNET-917-2L

Table 4.7 shows the results for the SAVSNET-917-2L data set. When Chi-squared

feature selection was used, the best accuracy values were obtained using TFPC-C70

(66.02%) and with RIPPER (66.96%). The best AUC values were obtained using SMO

(0.57) and RIPPER (0.57). Similarly, when CFS feature selection was used to select

features, the classification method that generated both the best accuracy and AUC

values was RIPPER (68.38% and 0.58 respectively). The best AUC value was obtained

using SMO (0.60). The second best accuracy value was obtained using TFPC-C50

(66.72%). The other TFPC variants also performed relatively well with respect to

RIPPER in terms of accuracy. It was very evident that the best results in general were

obtained using CFS feature selection. Regardless of which feature selection technique

was used, the highest values were obtained using TFPC, RIPPER and SMO.
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4.3.3.3 SAVSNET-917-3L

The results for SAVSNET-917-3L are shown in Table 4.8. Using both Chi-squared and

CFS feature selection the best accuracy values were obtained using TFPC, with TFPC-

C50 producing the best accuracy (63.08% using Chi-squared and 62.94% using CFS).

The second best accuracy values were obtained by TFPC-C80 using Chi-squared with

62.92% and by TFPC-C60 using CFS with 62.83%. In terms of AUC, the classification

methods that produced the best performance were C4.5 and SMO (0.59 and 0.58 using

Chi-squared, and 0.57 and 0.58 using CFS respectively). Naive Bayes also produced a

good AUC value in combination with CFS feature selection. Overall, for the SAVSNET-

917-3L data set, the results obtained using CFS feature selection were slightly better

than the ones obtained using Chi-squared feature selection. In both cases, while the

best accuracy results were obtained by variants of TFPC, the best AUC results were

obtained using C4.5 and SMO.

4.3.3.4 SAVSNET-917-4L

Table 4.9 presents the results for the SAVSNET-917-4L data set. The two highest accu-

racy values (obtained using Chi-squared feature selection) were 45.48% (using TFPC-

C60) and 47% (using SMO). When using CFS feature selection, SMO and RIPPER

produced the highest accuracy results (45.37% and 44.49% respectively). In terms of

AUC, in both cases the best values were obtained using SMO and Naive Bayes. In

general the results obtained were not as good as expected; the cause might have been

the unbalanced nature of the data set. Overall the best results were obtained using

SMO.
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4.3.4 OHSUMED-CA-3187-3H

Tables 4.10, 4.11 and 4.12 present the results for each of the data sets that comprise

the OHSUMED-CA-3187-3H hierarchy of classes.

4.3.4.1 OHSUMED-CA-3187-1L

The results for the OHSUMED-CA-3187-1L data set are presented in Table 4.10. From

the table it is noticeable that almost all the accuracy and AUC values, using both the

Chi-squared and the CFS feature selection methods, are very high. This might again

be a consequence of having very unbalanced data where the class “Congenital Heart

Defects” comprises 73.39% of the records while the class “Vascular Malformations”

contains the remaining 26.61%. In cases like this, AUC provides a better insight into

the operation of the classifier than accuracy.

SMO produced the best accuracy values of 94.84% using Chi-squared feature selec-

tion and 94.30% using CFS feature selection. The second best accuracy results were

obtained with RIPPER using Chi-squared feature selection (93.39%) and C4.5 using

CFS feature selection (92.27%). In the case of AUC, the best results were obtained

using SMO and Naive Bayes, and also with C4.5 when coupled with CFS feature se-

lection.

Overall, good results were obtained with respect to the experiments carried out on

the OHSUMED-CA-3187-1L data set, the probable explanation is that the unbalanced

nature of the data set might have had some influence and produced an overfitted model.

The best identified classification techniques were SMO and C4.5 in terms of both the

accuracy and AUC. The other classification methods that produced reasonable results

were Naive Bayes and RIPPER. No best feature selection method could be identified.

4.3.4.2 OHSUMED-CA-2570-2L

Table 4.11 shows the results for the OHSUMED-CA-2570-2L data set, which is not as

unbalanced as OHSUMED-CA-3187-1L and has a larger number of classes (14). Using

both Chi-squared and CFS feature selection the highest accuracy values were obtained

using SMO (80.82% and 74.46% respectively). Similarly, SMO produced the best AUC

values with 0.94 (Chi-squared) and 0.92 (CFS). The classification method producing

the second best results for both accuracy and AUC varied, 0.91 using C4.5 and RIPPER

coupled with Chi-squared feature selection, and 0.89 using RIPPER coupled with CFS

feature selection. Overall SMO and RIPPER proved to be the methods that obtained

the best results with SMO outperforming RIPPER. From the recorded results it was

also clear that using Chi-squared feature selection provided an advantage.
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4.3.4.3 OHSUMED-CA-834-3L

The results for the OHSUMED-CA-834-3L data set are shown in Table 4.12. As in

the case of the experiments carried out with the OHSUMED-CA-2570-2L data set,

the classification methods that produced the best overall performance were SMO and

RIPPER. When the text was preprocessed using Chi-squared feature selection the top

two accuracy values were 78.42% using SMO and 77.04% using RIPPER, the top two

AUC values were 0.87 using C4.5 and 0.90 using SMO. In the case of CFS feature

selection the best accuracy values were 76.29% using SMO and 75.78% using RIPPER.

The best AUC values in this case were 0.87 (C4.5) and 0.89 (SMO). In general, slightly

better results were obtained using Chi-squared feature selection. The classification

technique that achieved the best accuracy and AUC results was SMO, followed by

RIPPER and C4.5.
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4.3.5 OHSUMED-AD-3393-3H

Tables 4.13, 4.14 and 4.15 show the results obtained with respect to the three levels

of the OHSUMED-AD-3393-3H hierarchy of classes, which were used as independent

data sets.

4.3.5.1 OHSUMED-AD-3393-1L

The results for the OHSUMED-AD-3393-1L data set, which is very unbalanced and has

many classes (34), are shown in Table 4.13. In general, with the exception of the results

obtained using the TFPC variants, the accuracy results obtained using Chi-squared

feature selection were better than the ones obtained using CFS feature selection. On

the other hand, all the AUC values obtained using Chi-squared feature selection were

higher than the ones obtained using CFS. The highest accuracy values obtained using

Chi-squared feature selection were 82.46% (SMO) and 80.71% (RIPPER); and the best

AUC values were 0.85 (SMO) and 0.84 (Naive Bayes). Using CFS feature selection,

the top two accuracy values obtained were 74.99% using TFPC-C60, TFPC-C70 and

TFPC-C80, and 74.17% using RIPPER. The best AUC values were 0.76 (Naive Bayes)

and 0.71 (RIPPER).

Overall, the best classification method when using Chi-squared feature selection

was C4.5, while in the case of CFS feature selection it was RIPPER. Note that all

the classification techniques had a better performance when Chi-squared feature selec-

tion was used with the exception of the TFPC variants; which, along with RIPPER,

produced the best accuracy results when CFS feature selection was used. In terms of

AUC, the best performance using CFS was achieved using Naive Bayes and RIPPER.

The classification techniques that produced the best results using Chi-squared feature

selection were C4.5, SMO and RIPPER.

4.3.5.2 OHSUMED-AD-569-2L

Table 4.14 shows the results for the OHSUMED-AD-569-2L data set, another very

unbalanced data set with many classes (26). The results, however, were considered to

be acceptable since they did not seem to suggest a problem of overfitting considering the

nature of the data set. When Chi-squared feature selection was used, the best accuracy

values were obtained using C4.5 (76.74%) and RIPPER (72.99%), and the best AUC

value (0.87) using C4.5 and Naive Bayes. With respect to CFS feature selection, on

the other hand, the methods that produced the best accuracy were the ones that also

featured the best AUC: an accuracy of 74.78% and AUC of 0.86 using C4.5, and an

accuracy of 73.17% and AUC of 0.93 using RIPPER. Overall, the best results for both

accuracy and AUC were the ones obtained using Chi-squared feature selection. The

classification methods that produced the best performance were C4.5 and RIPPER.
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4.3.5.3 OHSUMED-AD-292-3L

Table 4.15 presents the results for the OHSUMED-AD-292-3L data set, which is con-

sists of 9 unevenly distributed classes. The difference between the feature selection

methods used is more apparent here than in any of the other cases considered, with

Chi-squared feature selection producing the best results with respect to all the clas-

sification methods considered except LibSVM which worked better with CFS feature

selection and KNN which produced the same accuracy and better AUC. In terms of

accuracy the best classification methods (coupled with Chi-squared feature selection)

were C4.5 and TFPC-C60, whereas in terms of AUC the best methods were C4.5 and

Naive Bayes. For CFS feature selection, on the other hand, in terms of accuracy the

best methods were C4.5 and RIPPER; in terms of AUC the best ones were C4.5 and

Naive Bayes. Overall, the best classification method was C4.5. It can be conjectured

that these results might be the consequence of the feature selection methods choosing

different features in each case, which is something that may be expected to a certain

degree, but not to the point of having such a broad difference between the results.
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4.3.6 Reuters-21578-LOC-2327-2H

Tables 4.16 and 4.17 present the results of the two levels of the Reuters-21578-LOC-

2327-2H data set, again treating each one of the data sets per level as an independent

data set.

4.3.6.1 Reuters-21578-LOC-2327-1L

From the results for the Reuters-21578-LOC-2327-1L data set, shown in Table 4.16, it

is easy to notice that the best values for both accuracy and AUC were obtained when

Chi-squared was used as the feature selection strategy. When the text was preprocessed

with Chi-squared feature selection, the highest accuracy values were 82.25% (SMO) and

73.79% (C4.5), whereas the best AUC values were 0.93 (SMO) and 0.87 (Naive Bayes).

When CFS feature selection was used, the best accuracy values were 74.82% (SMO) and

65.79% (C4.5), and the best AUC values were 0.89 (SMO) and 0.81 (Naive Bayes). The

results show that all the classification methods produced a better performance when

the feature selection method used was Chi-squared. Interestingly, for both the Chi-

squared and CFS feature selection the best accuracy values were achieved using C4.5

and SMO, whereas the best AUC values were achieved using SMO and Naive Bayes.

The classification method that produced the best performance overall was SMO.

4.3.6.2 Reuters-21578-LOC-2327-2L

Table 4.17 presents the results for the Reuters-21578-LOC-2327-2L data set which is

very unbalanced and has a very large number of classes (92). All the accuracy and AUC

results obtained were higher when Chi-squared feature selection was used, with the

exception of that obtained using TFPC-C70 for accuracy and the ones obtained using

TFPC-C50, TFPC-C60 and TFPC-C70 for AUC. For both feature selection strategies,

the classification methods that resulted in the best performance were C4.5 and SMO.

When Chi-squared feature selection was used, the best accuracy results were 73.74%

(C4.5) and 74.73% (SMO), and the best AUC results were 0.85 (C4.5) and 0.88 (SMO).

Using CFS feature selection the best accuracy results were 69.8 (C4.5) and 70.56 (SMO),

whereas the best AUC results were 0.83 (C4.5) and 0.87 (SMO). From the results it can

be noticed that most of the classification methods performed better when coupled with

Chi-squared feature selection. The best identified classification methods with respect

to the Reuters-21578-LOC-2327-2L data set were C4.5 and SMO.
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4.3.7 Reuters-21578-COM-2327-2H

Tables 4.18 and 4.19 present the results of the two levels of the Reuters-21578-COM-

2327-2H data set, again treating each one of the data sets per level as an independent

data set.

4.3.7.1 Reuters-21578-COM-2327-1L

The results for the Reuters-21578-COM-2327-1L data set, which is one of the less

unbalanced data sets used in this research, are shown in Table 4.18. From the table it

is very noticeable that the results were significantly better when Chi-squared feature

selection was used. The top two best accuracy results with respect to Chi-squared

feature selection were very good: 95.79% (SMO) and 91.41% (RIPPER). The top

two best accuracy results obtained using CFS feature selection were 88.48% (SMO)

and 84.40% (C4.5). The best AUC result when Chi-squared feature selection was

used was 0.99 and it was obtained using SMO and Naive Bayes, whereas when using

CFS feature selection 0.95 (SMO) and 0.94 (Naive Bayes) were obtained. Overall

Chi-squared feature selection outperformed CFS feature selection. The classification

method that produced the best performance in both cases was SMO.

4.3.7.2 Reuters-21578-COM-2327-2L

Table 4.19 shows the results obtained for the Reuters-21578-COM-2327-2L data set,

which is very unbalanced and has many classes (52). Similarly to the other data sets

that are subsets of the Reuters-21578 data sets, for all the classification methods used

the best results were obtained when Chi-squared feature selection was adopted; the best

recorded accuracy results were 84.40% (SMO) and 78.99% (C4.5), and the best AUC

results were 0.97 (SMO) and 0.94 (Naive Bayes). Using CFS feature selection the best

accuracy values were 75.72% (SMO) and 64.68% (C4.5), and the best AUC results were

0.93 (SMO) and 0.87 (RIPPER). Once again SMO was the classification method that

produced the best performance in both cases. Similarly to the results produced for the

Reuters-21578-LOC-2327-1L data set, the results for the Reuters-21578-COM-2327-2L

data set show that all the classification methods produced a better performance when

the feature selection strategy used was Chi-squared. As in the case of the other Reuters

data sets, the classification method that achieved the best overall results was SMO. The

second best methods were C4.5 and RIPPER.
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4.3.8 Evaluation Summary

This subsection presents a summary of the evaluation results presented above. The

best classification techniques and results with respect to both feature selection methods

considered are presented in Table 4.20, along with a description and a comparison of

the results. In Table 4.20 the first column presents a listing of all the data sets used.

The remaining twelve columns are divided into two groups of six columns, the first

group presents the results when Chi-squared feature selection was used and the second

group when CFS feature selection was used. For each group the first column lists the

names of the best algorithms and the remaining five columns presents the evaluation

measures considered (accuracy, AUC, precision, sensitivity/recall and specificity).

Interesting trends can be detected regarding the best classification methods and the

data sets to which they were applied. When Chi-squared feature selection was used,

for almost all the SAVSNET data sets SMO produced the best results. This was also

true in the case of the OHSUMED-CA and Reuters-21578 data sets. For almost all the

OHSUMED-AD data sets C4.5 produced the best results. RIPPER obtained the best

results only when applied to the SAVSNET-917-2L data set.

On the other hand, when CFS feature selection was used, SMO again produced

the best results when it was applied to the OHSUMED-CA and Reuters-21578 data

sets. In the case of the SAVSNET data sets, the best algorithms varied between C4.5,

RIPPER and SMO. For the OHSUMED-AD data sets, RIPPER tended to produce the

best performance.

The criteria for selecting the best classification methods was according to the best

accuracy and AUC values, giving more importance to AUC as accuracy can be mislead-

ing in the cases where the data sets are very unbalanced. Out of the ten classification

methods considered, only three consistently produced a best performance: (i) SMO,

(ii) C4.5 and (iii) RIPPER. Although many data sets contained different forms of text

and presented different class distributions, the classification method that produced the

best performance overall was SMO.

In terms of the feature selection techniques used, in all cases expect the SAVSNET-

917-2L and SAVSNET-971-3-FT data sets, the best results were obtained when Chi-

squared feature selection was adopted. For these data sets the best classification method

was the same for both feature selection methods: RIPPER for SAVSNET-917-2L and

SMO for SAVSNET-971-3-FT. Comparing the results of the free text only and the free

text combined with tabular data variations of the SAVSNET-840-4 and SAVSNET-

971-3 data sets, it was interesting that when Chi-squared feature selection was used for

both data sets, the inclusion of tabular data in the free text improved the classification

results. On the other hand, when CFS feature selection was used, for both data sets

the highest results were obtained when only free text was considered.
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4.4 Text Summarisation

This section presents an evaluation of the summaries generated. Examples of generated

summaries for each data set are shown in Table 4.21. The first column records the name

of the data set, the second column indicates the ID of the record within the respective

data set, the third column contains the original free text (without preprocessing), the

fourth column shows the name of the class which was assigned to the document and

the fifth column shows the generated summary based on the name of the assigned

class. The purpose of showing the free text without preprocessing is to emphasize the

challenge that was involved in automating the summarisation process.

Given that in some cases there could be a large number of classes in a data set and

that the names of such classes are usually long, during the internal text classification

process, the name of the class was coded using a two or three character code (e.g.

“Diarrhoea” was coded as “AA”) in order to have a more standard representation of the

classes and to simplify their handling. Using standard classification only a single class

label is taken into account when generating summaries. Consequently the generated

summaries may be considered to not be as complete as might be preferred. The main

advantages of the technique presented in this chapter with respect to the summarisation

process are:

1. The resulting summary is a concise way to present the main idea of what the text

is about.

2. It is not as computationally expensive and complex as a summary generated with

multi-label classification.

Recall that the resulting summaries are constructed by prepending or appending

a domain-specific sentence to the name of the class. For example, in the summary

“Diarrhoea was presented.” the name of the class (“Diarrhoea”) starts the sentence

followed by a domain-specific phrase related to the name of the class (“was presented”).

As already noted, the quality of the generated summaries depends very much on the

quality of the classification process, thus having a good classifier will result in a good

classification of documents and consequently a good summary.

Since the text summarisation approaches presented in this thesis rely on text clas-

sification methods, linguistics and the meaning and order of the words in the text is

not considered. Instead, only the names of the classes to which the documents relate

are utilised, resulting in a substantial reduction of the summary generation time.

The generated summaries were evaluated in terms of both the intrinsic and extrin-

sic evaluation measures typically used for text summarisation, which were presented

in Chapter 2. In the case of the former, the summaries complied with all the intrin-

sic evaluation criteria as they were: grammatically correct, non-redundant, complete,
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accurate, structured and coherent and presented referential clarity. In terms of the

extrinsic evaluation measures, on the other hand, the summaries were considered as ac-

ceptable considering that the results were obtained with text classification, which was

the only quantitative evaluation measure used. Regarding the information retrieval

and the question answering qualities of the summaries, if this technique was to be in-

tegrated into a piece of software for a specific domain, it could prove to be very useful

with respect to users who wish to retrieve the content of unseen documents according

to the generated text summaries.
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4.5 Discussion

This section presents a discussion regarding the obtained results and how they per-

formed with respect to the objectives presented at the beginning of this chapter:

1. From the results obtained in this chapter, a benchmark has been established for

use with respect to the techniques described in Chapters 5, 6 and 7.

2. The operation of a number of classifiers using data sets containing different forms

of text was compared and the best ones (SMO, C4.5 and RIPPER) were iden-

tified. Note that the SAVSNET, OHSUMED and Reuters data sets contain dif-

ferent forms of free text: (i) questionnaire free text, (ii) academic text and (iii)

text form news articles. In most cases, the classification method that consistently

produced the best performance was SMO. The other two best standard classifica-

tion methods were C4.5 and RIPPER. In general the results obtained with all the

classification methods were relatively good, considering the unbalanced nature of

some of the data sets.

3. For the SAVSNET-840-4 and SAVSNET-971-3 questionnaire data sets, which

included both tabular and free text, the experiments were carried out using:

(i) the free text only and (ii) both the free text and tabular data combined.

In most cases there was no indication as to whether the inclusion of tabular

data improved the classification or not. The exception to this was in the case of

the SAVSNET-840-4-TD+FT data, when Chi-squared feature selection was used,

where combining free text and tabular data worked well. In the case of SAVSNET-

971-3-FT, with CFS feature selection, the best results obtained with the free

text only data were substantially higher than the ones obtained by combining

free text and tabular data. In terms of the best results, the feature selection

method adopted did not seem to have a significant role in the improvement of the

results. Note that these results were obtained using only the SAVSNET data set,

therefore more experiments might be needed to establish more generally that: (i)

the inclusion of tabular data in free text improves classification results when Chi-

squared feature selection is used and (ii) that considering only free text improves

the classification results when CFS feature selection is used (this is discussed

further in Chapter 8). With respect to the remainder of the work described in

this thesis it was thus decided to focus only on the free text part of questionnaire

data even if additional tabular data was available.

4. In most cases the best results were obtained when Chi-squared was used as the

feature selection strategy. In many cases the results obtained using CFS feature

selection were close to those obtained using Chi-squared feature selection. How-
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ever, in the context of the alternative techniques described in this thesis, where

appropriate, only Chi-squared feature selection was adopted.

Overall, using standard classification techniques for the purpose of summary generation

seemed to produce acceptable outcomes and thus it is argued that a suitable benchmark

had been established.

4.6 Summary

This chapter considered the appropriateness of using standard classification techniques

to generate summaries. Seven standard classification techniques, representative of the

main predictive models found in the data mining literature, were applied to the data

sets introduced in Chapter 3, namely: (i) Naive Bayes, (ii) C4.5, (iii) TFPC, (iv) RIP-

PER, (v) KNN, (vi) SMO and (vii) LibSVM. Four variants of TFPC were used, using

different confidence threshold values. In addition to using different standard classifica-

tion techniques, two different feature selection methods were also considered, namely:

(i) Chi-squared and (ii) CFS. The evaluation metrics used were: (i) overall accuracy

expressed as a percentage, (ii) Area Under the ROC Curve (AUC), (iii) precision, (iv)

sensitivity/recall and (v) specificity. Accuracy and AUC were the main evaluation

methods considered; while precision, sensitivity/recall and specificity were used to pro-

vide a broader insight of the classification results. Stratified Ten-fold Cross Validation

(TCV) was used with respect to all the reported experiments.

The quality of the summaries in each case depended on how well the classifier

performed, and also according to which feature selection method was adopted. Except

with respect to the hierarchical summarisation technique proposed in Chapter 7, the

summary generation mechanisms presented in this thesis are all based on single class

labels. This offers the advantages that: (i) the resulting summaries are a concise way

of presenting the main idea of what a given piece of text is about and (ii) it is not

as computationally expensive and complex as a summary generated with (say) multi-

label classification. In addition some examples of the obtained text summaries were

presented and discussed.

In conclusion, the best classification techniques were SMO, C4.5 and RIPPER. The

best feature selection technique was Chi-squared feature selection. The use of tabular

data, where available, was found not to improve the quality of the classification and

consequently the summaries generated. A benchmark was established for use with

respect to further experimentation.
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Chapter 5

Classifier Generation Using
Secondary Data (CGUSD) for
Text Summarisation

5.1 Introduction

The previous chapter considered the appropriateness of using standard classification

techniques to generate summaries and established a benchmark for the techniques pre-

sented in this chapter and in Chapters 6 and 7. This chapter presents a technique that

considers the case when it is desired to provide a summary from a questionnaire corpus

(or any other type of text corpus), regarding the nature of the free text element of such

questionnaires, where the available data is not considered suitable for training purposes

(or possibly because no data is available at all). It is common that primary data sets

can be limited in terms of number of records and suitability for various reasons such as

the scarcity of labelled documents on a certain subject (class) or the confidentiality of

the documents related to sensitive data (personal information, national security, etc.)

for example. The approach advocated in this chapter is to build the desired text sum-

marisation classifier using appropriate secondary data and then applying the resulting

classifier, for the purpose of text summarisation, to the primary data (free text that is

to be summarised). It is desired to search, extract and generate appropriate secondary

data in order to build the desired text summarisation classifier. For this to operate suc-

cessfully the secondary data must feature the same topics (class labels) as the primary

data. The approach presented in this chapter is referred to as the CGUSD (Classifier

Generation Using Secondary Data) approach. The research described in this chapter

had four objectives:

1. To determine whether the desired text summarisation classifiers could be gen-

erated using secondary data, and whether the resulting classifiers could then be

successfully applied to primary data so as to produce adequately the desired

summarisations (assuming that appropriate secondary data is available).
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2. To ascertain the applicability and effectiveness of the CGUSD approach when

applied to free text from different sources than questionnaires.

3. To assess the quality of the summarisation classifiers generated considering that

the secondary data sets can be constructed (in most cases) in a balanced manner

such that there is an even distribution of records with respect to each class.

4. To compare the operation of the three classifiers that had the best performance

in Chapter 4 (SMO, C4.5 and RIPPER) with respect to the CGUSD approach.

Note that with respect to the third objective an issue frequently encountered in

data mining is the issue of unbalanced data sets [12]. It is expected that a sufficient

number of examples will not be available in all cases, for some class labels there may

be a large number of records (for example classes that represent common occurrences),

for others there may be very few (for example classes that represent rare occurrences).

Therefore input data can generally be expected to be unbalanced. In the context of

data mining and machine learning the terms “imbalanced” and “unbalanced” are used

interchangeably. In this thesis the term “unbalanced” is used. Unbalanced data sets

typically cause text classification learning algorithms to become biased towards the

classes that have the majority of examples; consequently, misleading classifications

with respect to unseen documents may be produced.

The remainder of this chapter is arranged as follows. The proposed CGUSD

methodology is described in Section 5.2. A description of the secondary data sets,

and how they relate to the primary data sets used, is presented in Section 5.3. The

experiments carried out to evaluate CGUSD are reported on in Section 5.4. A discus-

sion of how the proposed technique performed is presented in Section 5.5. Finally, a

summary of the chapter is presented in Section 5.6.

5.2 The Classifier Generation Using Secondary Data (CGUSD)
Methodology

The CGUSD methodology is illustrated in Figure 5.1. The methodology encompasses

five stages: (i) secondary data generation, (ii) preprocessing and representation (using

a vector space model) of both the primary and secondary data sets, (iii) feature se-

lection with respect to the secondary data, (iv) classification and (v) summarisation.

The operation of the second and third stages was described extensively in Chapter 3.

However, in the case of CGUSD both the primary and secondary data sets must be pre-

processed in the same manner and represented separately in terms of a feature vector

representation during the second and third stages. Text summarisation is carried out

in the same way as in Chapter 4, and is thus not commented on further in this chapter.

The first and the fourth stages (shown in Figure 5.1 in the areas labelled “(1) Secondary
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data set generation” and “(4) Classification” respectively) are the most significant with

respect to the proposed CGUSD approach because they have a major influence on the

effectiveness of the resulting classifier and the consequent text summarisation. These

two stages are therefore described in detail in Subsections 5.2.1 and 5.2.2.
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5.2.1 Secondary data set generation

In order to generate adequate secondary data it is necessary that the source data is

compatible with the primary data in terms of the nature of the data and the class labels

used, which in most cases it is not a straightforward process. The author identifies two

types of source data in the form of publicly available repositories that can be used to

extract secondary data: (i) curated, cleaned and indexed data set repositories, and

(ii) repositories where data is indexed and catalogued but presented in raw format. In

the context of data mining research, the former source of data is commonly used in

the literature to compare the operation of data mining approaches with different data

sets. The latter source of data is also used in data mining research, but preprocessing

needs to be done in order to transform the data sets into the desired format depending

on the application in which they will be used. The SAVSNET collection fell into

the second category, because it was indexed and catalogued, but the free text was in

raw format. The OHSUMED and Reuters-21578 collections fell into the first category

because although they were curated, cleaned and indexed, they were presented in XML

format. For all the data collections used the free text had to be transformed into the

appropriate format for SARSET.

Once it has been acknowledged that the primary data is not adequate to generate

text summarisation classifiers, it is necessary to find a reliable source of data closely

related to the area or topic of the primary data. The class labels from the primary

data must be present in the source data either: (i) implicitly (as a result of combining

other class labels) or (ii) explicitly (having already the required class labels). The

secondary data source should also be such that a sufficient quantity of secondary data

can be obtained, there is little point in obtaining a secondary data set if this data

set is inferior to the original primary data set. The proposed procedure to extract

the optimal and balanced number of secondary documents to be used to generate text

summarisation classifiers is described below.

From Figure 5.1 it can be observed that the input to the CGUSD methodology

comprised both a primary data set P and secondary data set S. The latter is generated

from an alternative data source related to the primary data. The secondary data

generation process, as shown in the area labelled “(1) Secondary data generation” in

Figure 5.1, involves interacting with the alternative source from which the secondary

data will be extracted; thus, with respect to the work described in this thesis, some

kind of document collection. Recall that it is desired to build a multi-class classifier

given a set of n class labels C = {C1, C2, . . . , Cn}. Hence we want a sufficient number of

examples from the secondary data so that each class is appropriately represented. The

secondary data is represented as S = {S1, S2, . . . , Sn} where each element Si represents

the set of documents associated with class Ci. It is also desirable that the number of

documents in each set Si is the same so that we have a balanced data set so as to ensure
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that the classifier generation process does not favour a majority class.

∀Si ∈ S, |Si| = k

where k is a constant.

Experience shows that a better classifier is generated if the number of documents

in S is such that all potential cases are “covered”, thus k needs to be of a reasonable

size. However, the author has also discovered that in practice, depending on the nature

of the application domain and the nature of the secondary data source, it is not always

possible to generate a secondary data set that is both balanced and of a reasonable

size.

In the author’s work presented in [34] the value of k was defined by the user (do-

main expert) and was simply interpreted as a maximum, if k documents could not be

retrieved with respect to a particular class a lower number was accepted. Since the

results obtained in [34] were not as promising as expected an alternative secondary

data generation process was adopted. The revised process is presented in Algorithm 2.

Data: P = {P1, P2, . . . , Pn}, S = {S1, S2, . . . , Sn}, k
Result: a balanced secondary data set D larger than the primary data set P

1 D = ∅
2 for all Si in S from i = 1 to i = n− 1 do
3 if |Si| ≤ k then
4 S′ = {S′

1, S
′
2, . . . , S

′
n} (S ordered according to size)

5 for all S′
i in S′ from i = 1 to i = n− 1 do

6 S′′ = {S′′
1 , S

′′
2 , . . . , S

′′
n} (S′ pruned according to |S′

i|)
7 if |S′′

i | ≤ |P | then
8 appropriately sized secondary data set can not be extracted
9 exit;

10 else
11 D = |S′′|
12 end

13 end

14 else
15 D = D ∪ Si
16 end

17 end
18 return D

Algorithm 2: Secondary data set generation.

The input to the algorithm is a set P , a set S and a value for k. The expected result

is a balanced secondary data set D larger than the primary data set P . The candidate

secondary data set S = {S1, S2, . . . , Sn} is generated using a user defined maximum

number of documents per class k. The value for k is selected so that it exceeds the

expected maximum number of documents that can be retrieved for any given class.
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This requires a certain amount of domain knowledge and expertise. The primary data

set P = {P1, P2, . . . , Pn} contains subsets related to each of the classes defined for P ,

thus one subset Pi per class Ci. Firstly, the balanced secondary data set D is defined

as an empty set (line 1). The algorithm then loops through S (lines 2 - 17). On each

iteration:

1. Each subset, |Si| in S is compared with k:

∀Si ∈ S, |Si| ≤ k

If |Si| is less than k, then the set S is arranged in ascending order of size of each

of the component subsets to give: S′ = {S′
1, S

′
2, . . . , S

′
n} (line 4), otherwise Si is

added to D so far (line 15).

2. The algorithm loops through S′ and for each set S′
i in S′ a set S′′ is generated by

pruning S′ so that each element in S′ has the size |S′
i| (line 6).

3. Next, the size of S′′ is revised by iteratively comparing it to the size of P . If the

size of S′′ is not greater than the size of P it is acknowledged that an appropriate

secondary data set D cannot be identified and therefore CGUSD is not applicable

(exit the process). Otherwise, the secondary data set D is generated from |S′′|.

4. If |Si| is greater than k, then D takes the resulting set of the union of the empty

set D and Si (line 15).

5. Finally, a balanced secondary data set D larger than the primary data set P is

returned.

5.2.2 Classification

The classification stage is shown in the area labelled “(4) Text Classification” in Figure

5.1. At this stage the secondary data has been generated and both the primary and

the secondary data sets have been processed so that each is represented using a set of

feature vectors. In the classification stage the classifier generation takes place using

the secondary data as the training set. For evaluation purposes (see Section 5.4) three

classifier generation mechanisms were considered, those that produced the best perfor-

mance as established by the experiments reported in Chapter 4, namely: (i) SMO, (ii)

C4.5 and (iii) RIPPER. In the author’s work presented in [34] only the TFPC algo-

rithm was considered and the results obtained were not as good as expected mainly,

as the author conjectured, because: (i) the manner in which the secondary data was

extracted and preprocessed, and (ii) TFPC might not have been the most appropriate

classification technique.
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5.3 Secondary data sets used

The secondary data sets used with regard to the primary data sets used for evaluation

purposes in this thesis are described in this section. The primary data sets used were:

• SAVSNET-840-4-FT

• SAVSNET-971-3-FT

• SAVSNET-917-1L

• OHSUMED-CA-3187-1L

• OHSUMED-CA-2570-2L

• OHSUMED-CA-834-3L

• OHSUMED-AD-3393-1L

• OHSUMED-AD-569-2L

• OHSUMED-AD-292-3L

• Reuters-21578-LOC-2327-1L

• Reuters-21578-LOC-2327-2L

• Reuters-21578-COM-2327-1L

Six of the original data sets (SAVSNET-840-4-TD+FT, SAVSNET-971-3-TD+FT,

SAVSNET-917-2L, SAVSNET-917-3L, SAVSNET-917-4L, Reuters-21578-COM-2327-

2L) are not considered in this chapter because, either: (i) the class labels in the primary

data sets were too specific to be related to any readily available secondary data set, or

(ii) suitable but not sufficient data was available, or (iii) data sets that included a tab-

ular data element were excluded (because work presented in Chapter 4 had established

that the inclusion of the tabular data did not provide any benefit). Thus the number

of data sets considered in this chapter was reduced from 18 to 12.

Recall also that the evaluation data sets can be grouped under the following head-

ings: (i) SAVSNET, (ii) OHSUMED and (iii) Reuters-21578. Each of these groupings

can be associated with particular types of secondary data. SAVSNET and OHSUMED

are data sets related to both the veterinary and human medical areas, so it was deemed

appropriate to use the MEDLINE (Medical Literature Analysis and Retrieval System

Online) database as the source of the secondary data in both cases. The Reuters-21578

data sets are related to news stories and hence the RCV1 (Reuters Corpus Volume

1) was chosen as the source of the secondary data. In the following two subsections

MEDLINE and RCV1 are described and discussed in relation to the primary data sets.

5.3.1 MEDLINE (Medical Literature Analysis and Retrieval System
Online)

MEDLINE (Medical Literature Analysis and Retrieval System Online) is a life science

and biomedical bibliographic database maintained by the United States National Li-

brary of Medicine (NLM)1. MEDLINE comprises around 19 million citations to biomed-

ical literature, including journals and books. Medical Subject Headings (MeSH) terms

are used to index MEDLINE documents and to define the class labels for the documents.

1http://www.nlm.nih.gov/databases/databases medline.html
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As noted in Chapter 3 each associated MeSH tree code is identified within a MeSH tree

structure/hierarchy and is used to identify the level in the hierarchy with which the

records are associated, as well as the hierarchical relations between the classes. The

MEDLINE documents were extracted using bespoke software in conjunction with the

resources provided on the PubMed’s web site. PubMed2 is a database that contains

both MEDLINE and a number of other databases. PubMed allows users to search

abstracts from MEDLINE documents by entering keywords which are then used to re-

trieve all the related documents (in an XML format). The extraction of secondary data

from MEDLINE, to be used in relation to SAVSNET and OHSUMED, is described in

the following subsections.

5.3.1.1 SAVSNET

MEDLINE was used with respect to the collection of SAVSNET documents because,

although the majority of documents found in MEDLINE relate to humans, there are

also a large number of documents related to animals. Apart from the related keywords,

the options “English” and “animals” were selected so that the retrieved documents

were in English and related to animals. A particular issue presented by the SAVSNET

primary data sets was the fact that in some cases the class labels were related to very

common conditions, such as “vomiting”, which allowed the retrieval of a large number

of related documents. Although each data set in the SAVSNET-917-4H hierarchy was

considered independently from one another in this chapter, the reason why only the first

level (SAVSNET-917-1L) was considered with respect to the evaluation of the CGUSD

approach was because the class labels lower down in the hierarchy are very specific,

thus insufficient secondary data could be generated with respect to these classes.

5.3.1.2 OHSUMED

The OHSUMED collection is a large subset of MEDLINE, where the later comprises

more recently published documents not included in the OHSUMED data set. As was de-

scribed in Chapter 3, two subsets of the OHSUMED collection were considered, namely

OHSUMED-CA and OHSUMED-AD, which in turn each comprised a three-level hier-

archy of classes. Recall that OHSUMED-CA relates to “Cardiovascular Abnormalities”

in humans, while OHSUMED-AD relates to “Animal Diseases”; thus, apart from the

keywords related to the class labels and the “English” language option, the options of

“humans” and “animals” were selected respectively. With regards to both OHSUMED

data sets large amounts of secondary data were retrieved from MEDLINE, however

there were some rare cases where fewer documents were retrieved for a certain condi-

tion, the reason was the rarity of the condition and its infrequent occurrence within

the biomedical literature. Given that most of the class labels had the same number

2http://www.ncbi.nlm.nih.gov/pubmed/
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of documents in the generated secondary data, the case of rare conditions unbalancing

the data sets were not considered as having a substantial repercussion in the classifica-

tion/summarisation process.

5.3.2 RCV1 (Reuters Corpus Volume 1)

The secondary data used with respect to the Reuters-21578 data collection was the

RCV1 (Reuters Corpus Volume 1) data set3 which consists of 806,791 English language

news stories produced by the Reuters news agency and is 37 times larger than the

Reuters-21578 data set (its predecessor). The news stories contained in RCV1 were

collected between 20 August 1996 and 19 August 1997 [69]. The RCV1 data set is

available on request and is in XML format. Although automated coding was used to

annotate each document [69], RCV1 can be considered to be a manually annotated data

set because each annotation was checked by at least one human editor. Each document

contained in RCV1 was annotated with three category codes as follows: (i) Topic

(representing the subject area related to the document), (ii) Industry (representing the

type of industry related to the document) and (iii) Region (indicating the geographical

regions referred to in the document). These three main categories were subdivided into

a large number of subcategories. The following subsection describes the extraction of

secondary data from RCV1 to be used in relation to Reuters-21578.

5.3.2.1 Reuters-21578

For the purpose of using RCV1 as secondary data only the categories, and related

subcategories, that were common with those in the Reuters-21578 data sets were used,

namely: (i) Continent, (ii) Country and (iii) Type of commodity. The category “Com-

modity” included in the Reuters-21578-COM-2327-2L data set was not considered with

respect to secondary data generation from RCV1 because it was difficult to match all

the class labels found in Reuters-21578-COM-2327-2L with the topic and industry codes

found in RCV1. Because the RCV1 secondary data documents were extracted accord-

ing to the codes defined for the Reuters-21578 data, which were substantially fewer than

the ones available in RCV1, 100,989 documents were identified. The initial number of

extracted documents (k = 100,989) was reduced because it was so large that it could

have impacted the operation of CGUSD.

5.4 Experiments and Results

This section reports on the experiments conducted to evaluate the use of the CGUSD

method for summary generation. The two step classifier generation procedure that was

adopted in this chapter was as follows:

3http://about.reuters.com/researchandstandards/corpus/
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1. For each classification technique train using the secondary data and test using

the primary data.

2. For each generated classifier five evaluation measures were recorded: (i) overall

accuracy expressed as a percentage, (ii) Area Under the ROC Curve (AUC), (iii)

precision, (iv) sensitivity/recall and (v) specificity. As in Chapter 4, of these,

accuracy and AUC were considered to be the most relevant; precision, sensitiv-

ity/recall and specificity are presented so as to provide a broader insight into the

effectiveness of the individual classifiers. (Each of these measures was described

in Chapter 2).

The secondary data sets were generated following the criteria that was extensively

described in Subsection 5.2.1. Recall that although having a large number of labelled

documents to generate a classifier helps to improve its performance, it is also important

to have an equal number of documents for each class. Of course an excessive amount

of secondary data, balanced or not, will require a considerable computational resource.

Table 5.1 presents some statistical information concerning the primary and sec-

ondary data sets used with respect to the experiments reported in this section. From

Table 5.1 it can be seen that for all the data sets considered for the evaluation of

CGUSD the number of documents in the secondary data is greater than the number in

the primary data (and are balanced in most cases). The reasons for not using all the

data sets that were used in the evaluation presented in Chapter 4 was stated in Section

5.3. From Table 5.1 it can be noted that SAVSNET-971-3-FT and SAVSNET-917-1L

have the same number of documents in the secondary data, this is because both data

sets have the same class labels but related to different documents. Many interesting and

different cases can be identified from Table 5.1 where the number of classes, documents

in primary data and documents in secondary data vary.

As in the case of the evaluation reported in Chapter 4 the different levels in the

hierarchical data sets were considered independently.

The rest of this section is divided into 12 subsections each directed at one of the data

sets considered. Each subsection contains: (i) a table showing the number of documents

in the primary and secondary data sets if there are no more than 20 classes (in cases

where there are more than 20 classes, for space saving reasons, this information is not

provided), (ii) a results table and (iii) ends with a summary of the evaluation results.

For the table showing the primary and secondary data document distributions, the first

column lists the class name, and the second and third columns the number of documents

in the primary and secondary data per class. On the other hand, with respect to

the classification results tables the first column lists the classification technique used:

(i) SMO, (ii) C4.5 and (iii) RIPPER. The remaining five columns present the values

obtained with respect to each of the evaluation measures used: (i) overall accuracy
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Table 5.1: Statistical details for primary and secondary data sets used.

Data Number of Number of documents
set classes Primary data Secondary data

SAVSNET-840-4-FT 4 840 1,676

SAVSNET-971-3-FT 3 971 1,287

SAVSNET-917-1L 3 917 1,287

OHSUMED-CA-3187-1L 2 3,187 4,678

OHSUMED-CA-2570-2L 16 2,570 5,534

OHSUMED-CA-834-3L 7 834 3,122

OHSUMED-AD-3393-1L 34 3,393 5,278

OHSUMED-AD-569-2L 26 569 3,926

OHSUMED-AD-292-3L 9 292 2,627

Reuters-21578-LOC-2327-1L 14 2,327 2,995

Reuters-21578-LOC-2327-2L 92 2,327 2,682

Reuters-21578-COM-2327-1L 5 2,327 3,000

expressed as a percentage (Acc), (ii) Area Under the ROC Curve (AUC), (iii) precision

(Pr), (iv) sensitivity/recall (Sn/Re) and (v) specificity (Sp).

5.4.1 SAVSNET-840-4-FT

Table 5.2 presents the relation between the number of documents of the primary and

secondary data sets for SAVSNET-840-4-FT with respect to each class. The primary

SAVSNET-840-4-FT data comprised 840 documents unevenly distributed among four

classes; the data set was very unbalanced because in the case of the “Aggression” class

label the number of documents was much lower than the number of documents related

to the other classes. Following the criteria presented in Subsection 5.2.1 the number

of documents in the secondary data, extracted from MEDLINE, was 419. Thus in this

case a balanced secondary data set was achieved.

Table 5.2: SAVSNET-840-4-FT primary and secondary data sets (k = 419).

Name of Number of documents
class Primary data Secondary data

Aggression 34 419

Diarrhoea 315 419

Pruritus 352 419

V omiting 139 419

Total 840 1,676

From the classification results shown in Table 5.3 it can be seen that the best

accuracy result was obtained using C4.5 (55.12%) and the best AUC result of 0.75

using C4.5 and RIPPER. Note that the best accuracy result is better than chance. It is

conjectured that this poor performance can be attributed to the different source for the
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primary data (questionnaire free text) and the secondary data (free text from medical

abstracts); as well as the unbalanced nature of the primary data. The AUC results

were reasonably acceptable.

Table 5.3: Classification results for the SAVSNET-840-4-FT data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 52.62 0.71 0.63 0.53 0.77

C4.5 55.12 0.75 0.63 0.55 0.74

RIPPER 36.19 0.75 0.84 0.36 0.95

5.4.2 SAVSNET-971-3-FT

The relationship between the number of documents in the primary and secondary data

sets for SAVSNET-971-3-FT is presented in Table 5.4, from which it can be seen that

the primary data comprised 971 documents unevenly divided into three classes. The

primary data was very unbalanced having one class (“Diarrhoea”) represented by al-

most two thirds of the total number of documents. The secondary data, on the other

hand, had a total of 1,287 documents evenly distributed among the three classes (429

documents per class).

Table 5.4: SAVSNET-971-3-FT primary and secondary data sets (k = 429).

Name of Number of documents
class Primary data Secondary data

Diarrhoea 586 429

V omiting 117 429

V om & Dia 268 429

Total 971 1,287

From the classification results shown in Table 5.5 it can be seen that while the

best accuracy value obtained, using RIPPER, was 62.62%, the best AUC result was

obtained using SMO (0.63). The results for both accuracy and AUC were better than

chance but not good enough to be considered acceptable. As was stated in Chapter

3, both the “Diarrhoea” and the “Vomiting” classes are closely related to the “Vom

& Dia” class, it can then be conjectured that the similar content of the classes might

have affected the classification process despite the domain expert’s criteria and despite

generating a classifier from a balanced data set. Perhaps better results would have

been obtained by only considering the “Diarrhoea” and “Vomiting” classes.
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Table 5.5: Classification results for the SAVSNET-971-3-FT data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 43.36 0.63 0.58 0.43 0.76

C4.5 30.79 0.59 0.60 0.31 0.82

RIPPER 62.62 0.60 0.61 0.63 0.55

5.4.3 SAVSNET-917

The SAVSNET-917 data set is arranged in a hierarchical manner and thus, in the

context of the evaluation presented here, the levels were considered independently.

Only SAVSNET-917-1L, the first level of the SAVSNET-917 hierarchy, was considered

for the reasons presented in Section 5.3. The experiments carried out on SAVSNET-

917-1L and the results obtained are presented in the following subsection.

5.4.3.1 SAVSNET-917-1L

Recall that the class labels of the SAVSNET-917-1L primary data set are the same

ones in the SAVSNET-971-3-FT primary data set; and, although the distribution of

documents per class is different, both data sets are similar in that the “Diarrhoea”

class label has the largest number of documents (more than half of the total number

of documents). As in the case of the SAVSNET-971-3-FT data set the total number of

documents in the secondary data was 1,287 with 429 documents per class.

Table 5.6: SAVSNET-917-1L primary and secondary data sets (k = 429).

Name of Number of documents
class Primary data Secondary data

Diarrhoea 536 429

V omiting 248 429

V om & Dia 133 429

Total 917 1,287

From the classification results shown in Table 5.7 it can be seen that similar re-

sults were obtained for SAVSNET-917-1L as for SAVSNET-971-3-FT; best accuracy of

61.61% using RIPPER and best AUC of 0.62 using SMO and C4.5. The results obtained

for this data set were slightly lower than the ones obtained for SAVSNET-971-3-FT in

terms of both accuracy and AUC.

5.4.4 OHSUMED-CA-3187

The OHSUMED-CA-3187 data set, related to cardiovascular abnormalities, is organised

in a hierarchical way where each data set in the hierarchy is considered independently
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Table 5.7: Classification results for the SAVSNET-917-1L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 42.31 0.62 0.54 0.42 0.74

C4.5 34.13 0.62 0.61 0.34 0.82

RIPPER 61.61 0.61 0.59 0.62 0.58

to each other. The experiments carried out with each of the data sets and the results

obtained are presented in the following subsections.

5.4.4.1 OHSUMED-CA-3187-1L

Interestingly, the OHSUMED-CA-3187-1L data set comprised only two classes as shown

in Table 5.8. The primary data had 3,187 documents in total and was very unbalanced,

having more than two thirds of the documents allocated to the “Congenital Heart

Defects” class. The generated secondary data set had 4,678 and was balanced, having

the same number of documents related to both classes (2,339).

Table 5.8: OHSUMED-CA-3187-1L primary and secondary data sets (k = 2,339).

Name of Number of documents
class Primary data Secondary data

Congenital Heart Defects 2,339 2,339

V ascular Malformations 848 2,339

Total 3,187 4,678

Table 5.9 presents the obtained results: the best accuracy value was obtained with

SMO (89.10%) and the best AUC value using C4.5 (0.92). Apart from having a bal-

anced training set, another reason why these results were good is that it was a binary

classification problem whereby the learning process was limited to only two classes. It

is well known that SMO (an SVM style algorithm) performs well with respect to binary

classification problems [112], hence the obtained results.

Table 5.9: Classification results for the OHSUMED-CA-3187-1L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 89.10 0.90 0.91 0.89 0.92

C4.5 83.71 0.92 0.87 0.84 0.88

RIPPER 86.12 0.90 0.88 0.86 0.87

5.4.4.2 OHSUMED-CA-2570-2L

The OHSUMED-CA-2570-2L data set comprised 16 classes as it is shown in Table

5.10. The primary data set comprised 2,570 documents and was very unbalanced,
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having some classes with hundreds of records and other classes with less than ten

records. The secondary data set, on the other hand, was intended to be as balanced as

possible, however there were some classes that had many fewer documents in relation

to the rest of the classes: “Crisscort Heart” with 47 documents and “Levocardia” with

102 documents. It can be conjectured that the reasons for this was the rarity of these

conditions, and consequently their infrequent presence in the MEDLINE database.

With the exception of the aforementioned classes and the “Scimitar Syndrome” class,

which had 367 documents, all the remaining classes had 386 related documents. The

total number of documents in the secondary data set was thus 5,534, more than the

number of documents in the primary data set.

Table 5.10: OHSUMED-CA-2570-2L primary and secondary data sets (k = 386).

Name of Number of documents
class Primary data Secondary data

Cor Triatriatum 21 386

Coronary V essel Anomalies 218 386

Crisscross Heart 6 47

Dextrocardia 11 386

Patent Ductus Arteriosus 160 386

Eisenmenger Complex 22 386

Heart Septal Defects 524 386

Levocardia 2 102

Marfan Syndrome 106 386

Noonan Syndrome 16 386

Tetralogy of Fallot 153 386

Aortic Coarctation 237 386

Transposition of Great V essels 227 386

Arteriovenous Malformations 525 386

Scimitar Syndrome 13 367

V ascular F istula 329 386

Total 2,570 5,534

The obtained results, as presented in Table 5.11, were better than expected given

the unbalanced nature of the primary data set and the relatively large amount of

classes. The best accuracy value was obtained using RIPPER (73.91%) and the best

AUC value was obtained using SMO (0.91). In this case the conjectures to explain

the results were the balanced distribution of the secondary data set and the clearly

different topics represented by each class; unlike in the case of the SAVSNET-971-3-FT

and SAVSNET-917-1L data sets where there could have been some ambiguities with

respect to the “Diarrhoea” and “Vomiting” classes and the “Vom & Dia” class.

121



Table 5.11: Classification results for the OHSUMED-CA-2570-2L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 65.72 0.91 0.71 0.66 0.96

C4.5 67.03 0.85 0.70 0.67 0.96

RIPPER 73.91 0.90 0.79 0.74 0.95

5.4.4.3 OHSUMED-CA-834-3L

The OHSUMED-CA-834-3L distribution of classes for the primary and secondary data

sets is shown in Table 5.12. From the table it can be seen that the primary data

contained 834 documents and was very unbalanced with four classes having around 30

documents and three classes having hundreds of documents. The secondary data set,

on the other hand, had a total number of 3,122 documents evenly distributed among

the classes, 446 documents per class. The total number of documents contained in the

secondary data set was almost four times that of the primary data set.

Table 5.12: OHSUMED-CA-834-3L primary and secondary data sets (k = 446).

Name of Number of documents
class Primary data Secondary data

Endocardial Cushion Defects 21 446

Artrial Heart Septal Defects 191 446

V entricular Heart Septal Defects 228 446

Aortopulmonary Septal Defects 34 446

Double Outlet Right V entricle 31 446

Arterio−Arterial F istula 30 446

Arteriovenous F istula 299 446

Total 834 3,122

The classification results are presented in Table 5.13. In this case, while the accuracy

values were not comparable with the AUC values in terms of how good they were, they

are still good considering the unbalanced nature of the primary data. Once again the

AUC values gave a better insight into the performance of CGUSD with respect to the

OHSUMED-CA-834-3L data set than accuracy. The number of classes did not seem

to affect the classifier performance. The best accuracy value was obtained using C4.5

(66.88%) and the best AUC value was obtained with SMO (0.89).

Table 5.13: Classification results for the OHSUMED-CA-834-3L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 56.46 0.89 0.76 0.57 0.96

C4.5 66.88 0.87 0.79 0.67 0.96

RIPPER 66.25 0.84 0.74 0.66 0.91
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5.4.5 OHSUMED-AD-3393

OHSUMED-AD-3393 is another subset of the OHSUMED data collection, and it con-

sists of different levels in a hierarchy in the same manner as SAVSNET-917 and

OHSUMED-CA-3187. OHSUMED-AD-3393 is related to animal diseases and since

there are many diseases (classes) in the first two levels of the hierarchy, only the dis-

tribution of classes of OHSUMED-AD-292-3L is presented in its respective subsection.

The experiments carried out with respect to each of the data sets, and the results

obtained, are presented in the following subsections.

5.4.5.1 OHSUMED-AD-3393-1L

The OHSUMED-AD-3393-1L data set comprised 3,393 documents unevenly distributed

among 34 classes and the number of record per class is presented in Table A.10 of

Appendix A. The primary data set was very unbalanced having many classes which

were related to just a small number of documents, other classes were related to a

considerably larger number of documents and one class was related to more than half

of the documents in the data set. The secondary data set contains 5,278 documents

which, with the exception of the “Actinobacillosis” class (with 64 documents), was

balanced having 158 documents per class.

The classification results are presented in Table 5.14. Both the best accuracy and

AUC values were obtained using SMO with 49.02% and 0.87 respectively. Overall,

the accuracy values were not good, probably because of the unbalanced nature of the

primary data set. The recorded AUC values, however, demonstrated that the SMO

classifier performed well.

Table 5.14: Classification results for the OHSUMED-AD-3393-1L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 49.02 0.87 0.77 0.49 0.97

C4.5 43.24 0.66 0.66 0.43 0.87

RIPPER 26.24 0.71 0.82 0.26 0.99

5.4.5.2 OHSUMED-AD-569-2L

OHSUMED-AD-569-2L was another data set with a considerably large amount of

classes (26) and a relatively small number of documents (569). This disparity is evident

in Table A.11 of Appendix A where there are classes with less than ten records and

a couple of classes related to the majority of the documents. The secondary data set

comprised 3,926 documents evenly distributed among all the classes (151 documents

per class).
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Table 5.15 presents the classification results where once again SMO had the best

performance in terms of accuracy (63.33%) and AUC (0.89). RIPPER had also the

best AUC value (0.89). Similarly to OHSUMED-AD-3393-1L, the AUC values were

considered as good given the relatively large number of classes and the unbalanced

nature of the primary data set.

Table 5.15: Classification results for the OHSUMED-AD-569-2L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 63.33 0.89 0.73 0.63 0.98

C4.5 53.49 0.79 0.69 0.54 0.98

RIPPER 56.53 0.89 0.83 0.57 0.99

5.4.5.3 OHSUMED-AD-292-3L

The distribution of documents with respect to the primary and secondary data associ-

ated with the OHSUMED-AD-292-3L data set is shown in Table 5.16. The primary data

comprised 292 documents and was very unbalanced having a class (“Cryptosporidio-

sis”) which related to almost half of the total number of documents. On the other hand,

the secondary data contained 2,627 documents, with a balanced distribution among all

the classes (292 related documents per class, with the exception of the “Marburg Virus

Disease” class, which had 291 related documents). The total number of documents in

the secondary data was almost nine times larger than that of the primary data.

Table 5.16: OHSUMED-AD-292-3L primary and secondary data sets (k = 292).

Name of Number of documents
class Primary data Secondary data

Rift V alley Fever 23 292

Dirofilariasis 19 292

Toxocariasis 23 292

Babesiosis 19 292

Cryptosporidiosis 133 292

Theileriasis 6 292

Animal Toxoplasmosis 36 292

Marburg V irus Disease 3 291

Simian Acquired Immunodeficiency Syndrome 30 292

Total 292 2,627

Table 5.17 presents the classification results. Note that good accuracy and AUC

values were produced. The best accuracy value was obtained using C4.5 (85.57%) and

the best AUC value using SMO (0.98). It can be conjectured that the results were

good because the classes were very different from one another, aiding in the reduction

of ambiguities.
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Table 5.17: Classification results for the OHSUMED-AD-292-3L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 82.13 0.98 0.90 0.82 0.99

C4.5 85.57 0.96 0.91 0.86 0.99

RIPPER 84.19 0.96 0.91 0.84 0.99

5.4.6 Reuters-21578-LOC-2327-2H

The Reuters-21578-LOC-2327-2H data set, as in the case of the OHSUMED and the

SAVSNET-917 collections, is organised in a hierarchical way where each data set in

the hierarchy is considered independently to each other. In this case all the primary

data sets have the same number of documents (2,327). The experiments carried out

with respect to each of these data sets, and the results obtained, are presented in the

following subsections.

5.4.6.1 Reuters-21578-LOC-2327-1L

Table 5.18 presents the distribution of classes and documents with respect to the pri-

mary and secondary data sets of Reuters-21578-LOC-2327-1L. The primary data com-

prised 2,327 documents and was very unbalanced having the class “America” with

nearly half of the total number of documents. The secondary data, on the other hand,

consisted of 2,995 documents evenly distributed among all the classes with the excep-

tion of the “AfricaAsia” class, which had one document less than the rest of the classes,

thus not a significant difference.

The classification results are shown in Table 5.19. Surprisingly, the accuracy results

were much lower than expected. SMO produced the best performance having the

highest values for both accuracy (41.30%) and AUC (0.84). It was conjectured that,

despite the presence of balanced secondary data, the unbalanced nature of the primary

data (as well as the number of classes) influenced the classification performance.

5.4.6.2 Reuters-21578-LOC-2327-2L

Reuters-21578-LOC-2327-2L contained 2,327 documents and was the data set used in

this thesis that had the largest number of classes (92), therefore prone to be unbalanced

as shown in Table A.15 of Appendix A. The classes in this data set are related to

countries and were unevenly distributed. While three classes (“Canada”, “UK” and

“USA”) were related to more than half of the total documents, there were many classes

that had just one document related to them. The secondary data contained 2,682

documents evenly distributed among the majority of the classes with 33 documents per

class but with 18 classes with less than 33 documents.

From Table 5.20 it can be seen that the best accuracy value was obtained using C4.5
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Table 5.18: Reuters-21578-LOC-2327-1L primary and secondary data sets (k = 214).

Name of Number of documents
class Primary data Secondary data

AfricaAmerica 51 214

AfricaAsia 7 213

Africa 70 214

AfricaEurope 19 214

AmericaAsia 243 214

AmericaAustralia 6 214

America 1,021 214

AmericaEurope 90 214

AsiaAustralia 7 214

Asia 314 214

AsiaEurope 100 214

Australia 40 214

AustraliaEurope 2 214

Europe 357 214

Total 2,327 2,995

Table 5.19: Classification results for the Reuters-21578-LOC-2327-1L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 41.30 0.84 0.66 0.41 0.95

C4.5 21.70 0.59 0.50 0.22 0.94

RIPPER 7.31 0.58 0.31 0.07 0.98
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(50.62%) and the best AUC was obtained using SMO (0.88). Although the accuracy

results were very low in general, the AUC results were quite satisfactory given the

unbalanced nature of the primary data set, the less unbalanced nature of the secondary

data set and the large number of classes.

Table 5.20: Classification results for the Reuters-21578-LOC-2327-2L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 33.91 0.88 0.76 0.34 0.99

C4.5 50.62 0.73 0.62 0.51 0.95

RIPPER 28.36 0.75 0.75 0.28 1.00

5.4.7 Reuters-21578-COM-2327-2H

The Reuters-21578-COM-2327-2H data set is also organised in a hierarchical way where

each data set in the hierarchy is considered independently to each other. As in the case

of the Reuters-21578-LOC-2327-2H, all the primary data sets have the same number

of documents (2,327). The experiments carried out with respect to this data set at

the first level of the hierarchy, and the results obtained, are presented in the following

subsection.

5.4.7.1 Reuters-21578-COM-2327-1L

The distribution of classes with respect to the primary and secondary data sets of

Reuters-21578-COM-2327-1L is presented in Table 5.21, where it can be seen that

the primary data contained 2,327 documents unevenly distributed among the classes.

The secondary data, on the other hand, comprised 3,000 documents evenly distributed

among all the classes. Notice that in comparison to the previous Reuters data sets

used, the Reuters-21578-COM-2327-1L data set consisted of a relatively small number

of classes.

Table 5.21: Reuters-21578-COM-2327-1L primary and secondary data sets (k = 600).

Name of Number of documents
class Primary data Secondary data

Energy 633 600

Grains 743 600

Livestock 105 600

Metal 347 600

Soft 499 600

Total 2,327 3,000

The classification results are presented in Table 5.22. The best accuracy value was

achieved by SMO (74.95%) and the best AUC value was obtained by RIPPER (0.91).
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The rest of the obtained results were also good.

Table 5.22: Classification results for the Reuters-21578-COM-2327-1L data set.

Method Acc (%) AUC Pr Sn/Re Sp

SMO 74.95 0.90 0.78 0.75 0.94

C4.5 72.24 0.87 0.77 0.72 0.93

RIPPER 74.90 0.91 0.86 0.75 0.96

5.5 Discussion

This section presents a discussion regarding the obtained results and how they per-

formed with respect to the objectives presented at the beginning of this chapter and

with respect to the improvements made to CGUSD as first presented in [34]:

1. It was determined that text summarisation classifiers can be generated using

secondary data by ensuring the compatibility between the secondary data and

the primary data, and that such classifiers can be successfully applied to the

primary data in order to generate summaries in the same manner as in Chapter

4. The appropriateness of the secondary data considered depends on the classes

covered by the secondary data; ideally the classes featured in the secondary data

should be the same as those featured in the primary data.

2. It was demonstrated that the CGUSD approach can be applied effectively with

respect to free text sources different to questionnaire free text sources. For com-

parison purposes CGUSD was applied to text from medical abstracts (OHSUMED

data sets) and to news (Reuters-21578 data sets).

3. In order to produce good quality summarisation classifiers it was necessary to

attenuate the effects of having unbalanced data sets which in some cases also

contained a large number of classes. The CGUSD approach allows the generation

of secondary data by indicating the optimal number of documents to be retrieved

in order to have a large (but manageable) and balanced secondary data set. It was

demonstrated that, in most cases, it is possible to extract the required number of

documents for the secondary data; however, in the uncommon case of rare classes

having less documents than the other classes, it was considered not to have a

substantial impact in the classification/summarisation process. Note that it is

not necessarily an advantage to have balanced secondary data that contains large

amounts of data, the reason being that it is expensive in terms of computational

power and in the time required to process the data.
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4. The operation of the three classifiers that had the best performance in Chapter

4 (SMO, C4.5 and RIPPER) with respect to CGUSD is presented in Table 5.23.

Overall, the best results were obtained using SMO and RIPPER. The classifi-

cation method that had the best performance for the SAVSNET data sets was

RIPPER. SMO had the best performance for the OHSUMED and for the Reuters

data sets. As in the case of Chapter 4, having additional evaluation measures than

just only accuracy helped to have a broader insight into the results obtained, in

particular by using AUC which takes into account the class priors.

Table 5.23: Best classification techniques and results.

Data CGUSD Standard Classification

set
Best

algorithm
Acc (%) AUC

Best
algorithm

Acc (%) AUC

SAVSNET-840-4-FT C4.5 55.12 0.75 SMO 89.29 0.95

SAVSNET-971-3-FT RIPPER 62.62 0.60 SMO 74.87 0.80

SAVSNET-917-1L RIPPER 61.61 0.61 SMO 70.34 0.75

OHSUMED-CA-3187-1L SMO 89.10 0.90 SMO 94.84 0.93

OHSUMED-CA-2570-2L RIPPER 73.91 0.90 SMO 80.82 0.94

OHSUMED-CA-834-3L C4.5 66.88 0.87 SMO 78.42 0.90

OHSUMED-AD-3393-1L SMO 49.02 0.87 SMO 82.46 0.85

OHSUMED-AD-569-2L SMO 63.33 0.89 C4.5 76.74 0.87

OHSUMED-AD-292-3L C4.5 85.57 0.96 C4.5 89.69 0.91

Reuters-21578-LOC-2327-1L SMO 41.30 0.84 SMO 82.25 0.93

Reuters-21578-LOC-2327-2L SMO 33.91 0.88 SMO 74.73 0.88

Reuters-21578-COM-2327-1L RIPPER 74.90 0.91 SMO 95.79 0.98

Overall, using the CGUSD approach for the purpose of summary generation proved

to be a viable alternative in the case where no suitable or sufficient primary data is

available. The improvements made to CGUSD resulted in obtaining better results than

the ones obtained in [34]. However, in general, the results were not as good as the ones

obtained by applying standard classification techniques directly to the primary data as

described in Chapter 4.

5.6 Summary

This chapter presented the CGUSD approach which considers the use of secondary

data for the generation of classifiers where there is no suitable training data available.

Secondary data related to the primary data was extracted from a related data source

and then preprocessed and represented in the same way as the primary data. The three

classification techniques that had the best performance in the experiments carried out

in Chapter 4 were used: (i) SMO, (ii) C4.5 and (iii) RIPPER. Both the primary

and secondary data had their features extracted using Chi-squared feature selection.
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As in the previous chapter, the evaluation metrics used were: (i) overall accuracy

expressed as a percentage, (ii) Area Under the ROC Curve (AUC), (iii) precision, (iv)

sensitivity/recall and (v) specificity. The secondary data was used as the training set

and the primary data as the testing set.

Overall, good classification results were obtained for most of the data sets consid-

ering that most of the primary data was unbalanced and in some cases there was a

large number of classes. Hence the quality of the summaries generated was consistently

good. The summaries were generated in the same manner as in the previous chapter.
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Chapter 6

Using a Semi-Automated Rule
Summarisation Extraction Tool
(SARSET) for Text
Summarisation

6.1 Introduction

The previous chapter presented a technique for generating text summarisation classifiers

from the free text part of questionnaires where there was insufficient training data

(or no data at all) available. This chapter presents a semi-automated classification

technique called SARSET (Semi-Automated Rule Summarisation Extraction Tool).

The motivation for SARSET was as follows. Previous work, presented in Chapters 4

and 5, which was directed at using standard classification techniques and secondary

data, indicated that although good results could be obtained in many cases better

results (in terms of classification accuracy and hence summarisation quality) might

be possible. The factors that effected the operation of the previous two approaches

were: (i) the different types of text data and their inherent characteristics (for example

questionnaire free text that contained few words, grammatical errors, misspellings and

use of specialised abbreviations and acronyms), (ii) the distribution of classes among

documents because in most cases the data sets were unbalanced (although this issue

was partially addressed in Chapter 5) and (iii) the operation of the techniques applied.

This led the author to hypothesising that one way in which the effectiveness of the

desired classification/summarisation could be improved was to involve domain experts

in the classifier generation process. Hence SARSET.

The idea was to investigate a system that would allow domain experts (users) to

select phrases from questionnaire returns in a training set that may be appropriate

for inclusion in the antecedent of classification rules. Once these phrases had been

selected it would then be possible to automatically generate variations of the suggested
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phrases, using a synonym database and “wild card” characters, and produce a set

of classification rules based on this collection of phrases. It would then be possible

to identify and display examples from the training sets that were “covered” by these

rules, and allow the user to both select appropriate rules to be included in the final

classifier and to specify “exceptions” associated with particular rules. Exceptions, in

this context, were specific phrases that might be covered by a rule antecedent, but

which should not be used for classification purposes. This idea was realised in the form

of the SARSET tool. Note that details of this tool have been previously published in

[32] and [33].

The objectives of the work described in this chapter are thus as follows:

1. To determine whether the quality of the desired text summarisation classifiers can

be improved by incorporating input from domain experts using a semi-automated

tool (SARSET).

2. To ascertain the applicability and effectiveness of the SARSET approach when

applied to free text from different sources than questionnaires.

3. To compare the operation of the SARSET approach proposed in this chapter with

those of the previous chapters.

Recall that the data sets used for evaluation purposes, as noted previously in this

thesis, were:

• SAVSNET-840-4-FT

• SAVSNET-971-3-FT

• SAVSNET-917-1L

• SAVSNET-917-2L

• SAVSNET-917-3L

• SAVSNET-917-4L

• OHSUMED-CA-3187-1L

• OHSUMED-CA-2570-2L

• OHSUMED-CA-834-3L

• OHSUMED-AD-3393-1L

• OHSUMED-AD-569-2L

• OHSUMED-AD-292-3L

• Reuters-21578-LOC-2327-1L

• Reuters-21578-LOC-2327-2L

• Reuters-21578-COM-2327-1L

• Reuters-21578-COM-2327-2L

With respect to the evaluation presented later in this chapter the SAVSNET-840-4-

TD+FT and SAVSNET-971-3-TD+FT data sets were not used because these data

sets included tabular data (the proposed SARSET approach does not lend itself to

application to tabular data). Also it had been previously established (as reported in
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Chapter 4) that usage of tabular data did not benefit the classification summarisation

process. Thus 16 data sets were used to evaluate SARSET.

The remainder of this chapter is arranged as follows. Section 6.2 describes the

SARSET methodology in detail as well as its operation. A comprehensive description

of the experiments carried out on the data sets, as well as an interpretation of the

obtained results is then presented in Section 6.3, and a discussion of how the proposed

technique performed is presented in Section 6.4. Finally, a summary of the chapter is

presented in Section 6.5.

6.2 The SARSET Methodology

The proposed SARSET methodology is presented in this section, which is divided into

two subsections: Subsection 6.2.1 presents the formal definition of the problem that this

technique addresses, and Subsection 6.2.2 describes the implementation of the proposed

technique. Note that the text summarisation element of the process is carried out in

the same way as described in Chapter 4, and is thus not commented on further in this

chapter.

6.2.1 Problem definition

SARSET is specifically directed at the summarisation of questionnaire returns where

the quantity and the quality of the text is limited; although, as will be demonstrated

later in this chapter, it can equally well be used for other forms of text. The expected

input is thus a collection of n questionnaires, Q = {q1, q2, . . . , qn}, where each question-

naire comprises a tabular component and a free text component, qi = {Ti, Di} (where

i is a numeric questionnaire identifier). The text element contains sequences of words,

numbers, punctuation and other printable characters. We indicate the set of free text

components as D = {D1, D2, . . . , Dm}. The objective is then to summarise the free

text element of the questionnaires by searching for patterns in the document set that

lead to particular classifications according to a given class set C = {C1, C2, . . . , Cn}.
Note that we indicate the complete set of class labels using the identifier C. Each

class in C has a set of class values associated with it, Ci = {ci1 , ci2 , . . . , cik} (where

k is the number of values). Thus we have a multi-class problem. Given a pattern

(phrase) s, that might indicate a class value cij , this can be expressed in the form of

a classification rule s ⇒ cij . The idea is that we create a collection R of rule based

classifiers R = {R1, R2, . . . , Rn}, one classifier per class, and that this collection of clas-

sifiers can then be applied to classify (and hence summarise) a questionnaire collection.

Note that the two previously described approaches could also be used to address the

multi-class problem by generating a number of individual classifiers, one per class. The

overall objective is thus to relate the input Q = {q1, q2, . . . , qn} to a set of class labels
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{{c11 , c12 , . . . , c1n}, {c21 , c22 , . . . , c2n}, . . . , {cn1 , cn2 , . . . , cnn}} such that a set of labels

{ci1 , ci2 , . . . , cin} can be associated with each questionnaire qi which can then be used

to generate the desired summary for that questionnaire free text.

6.2.2 Classifier Generation Using SARSET (Semi-Automated Rule
Summarisation Extraction Tool)

In this section the SARSET methodology is described in more detail. SARSET com-

prises 5 steps as shown in Figure 6.1 (each is considered in the following subsections).

Broadly the SARSET process can be described as follows:

1. The user identifies a relevant phrase in the free text questionnaire data and the

system then automatically identifies variations of this phrase to give a set of

phrases P .

2. The system extracts the subset of questionnaires in D that feature (are “covered”

by) the phrases in P .

3. If a suitable phrase pi can be identified in P (one that serves to identify a class

value ci): (i) generate a classification rule with pi as the antecedent and ci as the

consequent, and add to R, (ii) if necessary add exceptions to the exceptions base,

(iii) remove pi from P . Otherwise go to 5.

4. Repeat 3.

5. Exit if a suitably effective classifier has been generated. Otherwise go to 1.

Note that prior to commencement of the process the “documents” in D are prepro-

cessed so that numbers and symbols are removed, but keeping phrase delimiters such

as commas, semicolons and full stops in order to have a clean but coherent free text

from which the domain experts can identify relevant phrases.

6.2.3 Phrase identification and generation of phrase variations (Step
1)

The first step in the SARSET process, as indicated above, involves the participation

of a domain expert (or user). In the Graphical User Interface (GUI) provided by the

SARSET tool (Figure 6.2), the first document di ∈ D is presented to the user, who then

identifies a phrase relevant to the application domain which describes the document

in terms of some summary class type. The user identified phrase is conceptualised

as an ordered sequence of k (1 ≤ k ≤ 5) words that includes at least one keyword

as determined by the user, and one or more non-keywords (punctuation is ignored).

Phrase variations are then generated for the identified phrase, whereby non-keywords
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Figure 6.1: The SARSET methodology.

are replaced with “wild card markers” which can be matched to any word in the doc-

ument set using a one-to-one matching. The idea here is that given a likely phrase

that may become part of a classification rule, similar phrases sharing the same pattern

may also be useful. For the phrase variation construction synonyms for the keyword(s)

selected are also considered in order to broaden the coverage of the phrase pattern and

its related phrases. The synonyms used are identified automatically using a Lucene1

index that contains the synonyms defined in the WordNet2 database.

For example, suppose the phrase “continue with bland diet” has been identified and

suppose the set of keywords is K = {diet}. Consequently the set of non-keywords is

W = {continue, with, bland}. SARSET automatically builds all the variations of this

phrase. In this case, including synonyms, we get:

P = {{continue, with, bland, diet}, {?, with, bland, diet},
{continue, ?, bland, diet}, {continue, with, ?, diet}, {?, ?, bland, diet},
{?, with, ?, diet}, {continue, ?, ?, diet}, {?, ?, ?, diet}, {?, bland, diet},
{continue, ?, diet}, {?, diet}, {continue, with, bland, dieting},

1http://lucene.apache.org/core/
2http://wordnet.princeton.edu/
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Figure 6.2: Main window of SARSET.

{?, with, bland, dieting}, {continue, ?, bland, dieting},
{continue, with, ?, dieting}, {?, ?, bland, dieting}, {?, with, ?, dieting},

{continue, ?, ?, dieting}, {?, ?, ?, dieting}, {?, bland, dieting},
{continue, ?, dieting}, {?, dieting}}

(|P | = 22). In the above the first phrase is the phrase identified by the user, the

following 10 are variations identified by the system, and the following 11 are the original

phrase and its variations using “dieting” as a synonym for “diet”.

6.2.4 Identification of questionnaires covered by identified phrases
(Step 2)

The second step is the automatic retrieval of documents in D which are covered by

the identified phrase in the set P . SARSET presents a list of the phrases ordered

according to the frequency with which they appear in D, and gives the probabilities

with which each phrase is associated with each class (see Figure 6.3). Note that in this

example the phrase used is “continue with bland diet” to which SARSET generated

variations including “dieting” as a synonym for “diet”, however the phrase variations

which included “dieting” did not match any phrase in the documents in D. Recall that

in some cases the names of the classes are too long or can comprise more than two words;

taking this into account, and in order to allow for the visualisation and handling of data

sets with large number of classes within SARSET, instead of presenting the names of

the classes two-letter codes related to each of the classes are presented instead. When

136



the actual summaries are generated, the codes are replaced by their corresponding class

names.

Figure 6.3: Validation window of SARSET.

The frequency and the probabilities associated with each phrase allows the user to

determine their relevance with respect to the classification task. If desired, the user can

inspect the documents covered by each phrase to see the context in which the phrase

appears (for example so as to identify potential exceptions) (see Figure 6.4).

6.2.5 Rule generation (Steps 3 and 4)

In steps 3 and 4 the user selects suitable phrases to be included in classification rules.

This process continues until no more phrases can be identified. For each identified

phrase a rule is constructed and added to the rule set R so far. An example of a

generated rule is: ? bland diet ⇒ AA, in which the antecedent of the rule consists of

a phrase variation and the consequent the name of a class (in this case a code which
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Figure 6.4: Inspection of documents.

corresponds to the class Diarrhoea). The appropriateness of phrases is judged by their

associated frequency count and probability of being associated with a particular class.

If, once a rule is generated, the user can identify exceptions these are included in

an exceptions base. As noted earlier in this chapter exceptions are phrase patterns

that should not be “covered” by particular identified rules. For example given the

rule ? bland diet ⇒ AA we might not want the antecedent to cover phrases such

as aspirin bland diet and without bland diet, in which case aspirin bland diet and

without bland diet would be added to the exceptions base. Documents that are covered

by generated classification rules are not removed from the document set. The argument

for not removing documents in the SARSET approach is that the free text element of

questionnaires may contain more than one phrase that can be considered relevant.

The generated classification rules are ranked according to the coverage given by the

probability of a phrase variation being associated with a certain class, in other words

by their support, which is calculated as follows:

supp(A⇒ B) =
||A ∧B||
||D||

(6.1)
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Where A is the antecedent of the rule (phrase variation), B is the consequent (name

of the associated class) and D is the document set. Support is thus the proportion of

the number of transactions covering a rule A ⇒ B with respect to the total number

of transactions in the given data set. Recall that the domain expert considers the

frequency of the phrase variation within the document set D as well as its relevance

with respect to the application domain, when selecting phrase variations that will

become part of the antecedent of a rule. Note also that high ranked rules are “fired”

before other rules. Rules were also arranged according to their antecedent size so as to

facilitate effective “look-up” (see Subsection 6.2.7 below for more detail on the rational

for this).

6.2.6 Continuation of the process or exit (Step 5)

The overall process continues until a suitably effective classifier is arrived at. This will

be a decision for the domain expert (user). However, it is suggested that this should

be when all documents in the training set are covered by at least one rule in R or no

more rules can be generated.

6.2.7 Applying classification rules to unseen documents

Once a classifier has been generated it may be applied to summarise unseen question-

naire data (or other types of free text). In practice several classifiers will be produced

to cover each of the classes included in the questionnaire set (the set C identified in

the problem definition). To apply the classifiers generated using the SARSET method-

ology, the document collection to which the classifiers are to be applied must first be

preprocessed in the same manner as the document collection that was used to generate

the rules, that is, by removing numbers and symbols and by keeping phrase delimiters

(commas, semicolons and full stops). A collection of feature vectors, as used with re-

spect to some text classification systems, was not produced because it was not necessary

and because it would have been computationally expensive to generate. Phrases of k

(1 ≤ k ≤ 5) words size are then identified in the documents and the classification rules

applied according to their ranking and antecedent size (thus rules whose antecedent

comprises 2-words are applied to 2-words phrases). Phrases from an unclassified docu-

ment that match the antecedent (a phrase pattern) of a classification rule are classified

according to the rule that is “fired” first. In the case where a document cannot be

classified because there is no phrase pattern that matches any of the phrases in the

document a default class is selected (the class that appeared most frequently in the

training set).
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6.3 Experiments and Results

This section reports on the experiments conducted to evaluate the operation of SARSET

using data sets containing different types of text. A 50:50 training-test set split was

adopted. Evaluation was conducted by applying the classifiers to the test set, the

original training sets and the entire data set (training and test set). The reason was that

since the classifiers were generated based on the relevant phrases that were identified in

the text and their variations, in most cases not all the documents in the document set

were covered, as opposed to the typical case when generating classifiers using standard

techniques such as decision trees. Evaluating the generated classifiers on the entire

document set and on the first and second halves of it ensured that all the documents

were used for the evaluation. TCV was not used because of the resource intensive

nature of the SARSET approach. As in previous chapters, five evaluation measures

were used: (i) overall accuracy expressed as a percentage, (ii) Area Under the ROC

Curve (AUC), (iii) precision, (iv) sensitivity/recall and (v) specificity. Again, accuracy

and AUC were considered to be the most relevant evaluation measures; as in the case of

the evaluation results presented in previous chapters, precision, sensitivity/recall and

specificity were recorded so as to provide a broader insight into the effectiveness of the

individual classifiers. (Each of these measures was described in Chapter 2.)

The SARSET approach requires intervention from a domain expert (user) who

has to use his/her expertise with respect to the domain of the document set in order

to identify and select the most relevant phrases with respect to a certain class. For

experimental purposes it was not possible to enlist the full time services of a domain

expert, instead the author received instruction from two domain experts so that he could

act as a “domain expert” himself. The author was also able to utilise his familiarity

with the SAVSNET questionnaire collection obtained during the time working on the

PhD programme of research.

With respect to the OHSUMED collection recall that the OHSUMED-CA data

set was related to “Cardiovascular Abnormalities” in humans and the OHSUMED-AD

data set was related to “Animal Diseases”. Although the latter data set was related to

animal diseases more class labels had to be taken into account than in the case of the

SAVSNET collection. To aid the author in selecting relevant phrases from the medical

and the veterinary science areas three strategies were followed:

1. Identify relevant phrases in the text of the documents. This first strategy was

part of the SARSET operation and in this case it was taken into account that

the author was neither a medical doctor nor a veterinary. However, considering

previous advice from domain experts and using common sense, relevant phrases

were identified based on the names of diseases and drugs.

2. Use the names of the classes as part of relevant phrases. Unlike the classes in
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the SAVSNET data sets, in most cases the classes in the OHSUMED data sets

were related to more specific topics, allowing for the identification of phrases

that clearly made a distinction between the related classes. In other words, less

ambiguous rules could be generated.

3. Use lists of diseases and drugs from medical and veterinary web pages that were

related to the class topics. The lists used provided more information (names

of diseases and drugs) to aid the identification of relevant phrases in the text

documents. This also allowed the author to better understand the relationship

between words in the documents and their respective classes.

Regarding the Reuters-21578 collection, the author was able to became familiar with

the topics addressed in the text documents (news stories) while generating the data sets

that were used for evaluation purposes in this research based on the original Reuters-

21578 collection. Some additional research was conducted by the author regarding

“commodities”, which are what the classes in Reuters-21578-COM-2327-2L relate to,

having gained this understanding the identification of relevant phrases and keywords

in the Reuters-21578 data sets was a straightforward process. The names of the classes

were also used to identify relevant phrases in the free text.

Thus the classifiers were generated according to the best knowledge possessed by

the author regarding the data sets used. In a similar manner to the arrangement in

Chapters 4 and 5 the rest of this section is divided into 16 subsections each directed at

one of the data sets considered. Each subsection contains a results table where the first

column lists which part of the data set was used for testing purposes: (i) entire data

set, (ii) first half and (iii) second half. The remaining five columns present the values

obtained with respect to each of the evaluation measures used: (i) overall accuracy

expressed as a percentage (Acc), (ii) Area Under the ROC Curve (AUC), (iii) precision

(Pr), (iv) sensitivity/recall (Sn/Re) and (v) specificity (Sp).

6.3.1 SAVSNET-840-4-FT

Table 6.1 presents the results obtained using SARSET on the SAVSNET-840-4-FT data

set, which comprised 840 documents unevenly distributed among 4 classes. The best

accuracy result (88.86%) was obtained when SARSET was applied to the second half

of the data set. The best AUC result (0.82) was obtained when SARSET was applied

to the entire data set, and to the first and second halves. As was to be expected, the

results from applying SARSET to the entire data set and the first half were very similar

to those obtained when SARSET was applied to the second half. The results were good

considering the unbalanced nature of the SAVSNET-840-4-FT data set.
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Table 6.1: Classification results for the SAVSNET-840-4-FT data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 88.02 0.82 0.82 0.93 0.84

First half 87.65 0.82 0.81 0.93 0.84

Second half 88.86 0.82 0.83 0.94 0.85

6.3.2 SAVSNET-971-3-FT

The classification results for the SAVSNET-971-3-FT data set are shown in Table 6.2.

SAVSNET-971-3-FT consisted of 971 documents unevenly distributed among 3 classes.

The best accuracy and AUC results (76.13% and 0.82 respectively) were obtained when

SARSET was applied to the first half of the data set. As in the experiments presented

in previous chapters with the SAVSNET-971-3-FT data set it can be conjectured that

having a class (“Vom & Dia”) closely related to other classes (“Diarrhoea” and “Vom-

iting”) may have caused ambiguities during the classification process.

Table 6.2: Classification results for the SAVSNET-971-3-FT data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 75.23 0.79 0.67 0.80 0.72

First half 76.13 0.82 0.68 0.81 0.73

Second half 75.10 0.78 0.67 0.80 0.72

6.3.3 SAVSNET-917

As mentioned in previous chapters, the SAVSNET-917 data set is arranged in a hierar-

chical manner having four levels. SARSET was applied to each level in the SAVSNET-

917 hierarchy considering each level independently with respect to each other. The

results for each level are presented in the following subsections.

6.3.3.1 SAVSNET-917-1L

The classification results for the SAVSNET-917-1L data set are shown in Table 6.3.

SAVSNET-917-1L comprised 917 documents unevenly distributed among 3 classes. The

best accuracy and AUC results (74.36% and 0.78 respectively) were obtained when

SARSET was applied to the second half of the data set. Surprisingly, the results

obtained were lower than the ones obtained for SAVSNET-971-3-FT, which has the

same classes and is just as unbalanced. Both SAVSNET-917-1L and SAVSNET-971-

3-FT vary in their number of documents and in their distribution with respect to the

classes. As in the case of SAVSNET-971-3-FT it can also be conjectured that having

a class (“Vom & Dia”) closely related to other classes (“Diarrhoea” and “Vomiting”)

may have caused ambiguities during the classifier generation process.
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Table 6.3: Classification results for the SAVSNET-917-1L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 72.78 0.77 0.64 0.78 0.69

First half 72.41 0.77 0.63 0.77 0.69

Second half 74.36 0.78 0.66 0.79 0.71

6.3.3.2 SAVSNET-917-2L

Table 6.4 presents the results obtained using SARSET on the SAVSNET-917-2L data

set, which contained 917 documents unevenly distributed among 3 classes. The best

accuracy and AUC results (75.42% and 0.59 respectively) were obtained when SARSET

was applied to the first half of the data set. In terms of AUC the results were signif-

icantly lower than those obtained with the SAVSNET-840-4-FT, SAVSNET-971-3-FT

and SAVSNET-917-1L data sets. The reasons could have been: (i) having a very un-

balanced distribution of the documents among the classes with one class having 65.87%

of the documents, and (ii) the possible ambiguity of the classes with respect to the free

text in the documents.

Table 6.4: Classification results for the SAVSNET-917-2L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 73.38 0.56 0.65 0.78 0.70

First half 75.42 0.59 0.67 0.80 0.72

Second half 72.29 0.54 0.63 0.77 0.69

6.3.3.3 SAVSNET-917-3L

The classification results for the SAVSNET-917-3L data set are shown in Table 6.5.

SAVSNET-917-3L comprised 917 documents unevenly distributed among 3 classes.

The best accuracy and AUC results (71.66% and 0.74 respectively) were obtained when

SARSET was applied to the second half of the data set. The results were considered

to be good, despite a very unbalanced data set and difficulties encountered in relating

documents to classes.

Table 6.5: Classification results for the SAVSNET-917-3L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 70.73 0.73 0.61 0.76 0.67

First half 70.98 0.73 0.61 0.76 0.68

Second half 71.66 0.74 0.62 0.77 0.68

143



6.3.3.4 SAVSNET-917-4L

The classification results for the SAVSNET-917-4L data set are shown in Table 6.6.

SAVSNET-917-4L consisted of 917 documents unevenly distributed among 5 classes.

The best accuracy and AUC results (52.97% and 0.07 respectively) were obtained when

SARSET was applied to the entire data set. The results obtained were very disappoint-

ing because, while in terms of accuracy they were better than chance, in terms of AUC

they were extremely low. It was conjectured that the reasons for these poor results

were: (i) the unbalanced nature of the data set and (ii) the lack of information related

to the classes in the document set.

Table 6.6: Classification results for the SAVSNET-917-4L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 52.97 0.07 0.08 0.79 0.52

First half 52.09 0.05 0.06 0.79 0.51

Second half 52.28 0.06 0.06 0.78 0.51

6.3.4 OHSUMED-CA-3187

The OHSUMED-CA-3187 data set, related to cardiovascular abnormalities, is organised

in a hierarchical manner and thus, as in the case of previously considered hierarchical

data sets, each data set in the hierarchy was considered independently. The experiments

carried out with respect to each of the data sets, and the results obtained, are presented

in the following subsections.

6.3.4.1 OHSUMED-CA-3187-1L

Table 6.7 presents the results obtained when applying SARSET to the OHSUMED-

CA-3187-1L data set, which comprised 3,187 documents unevenly distributed among

2 classes. The best accuracy and AUC results (77.21% and 0.87 respectively) were

obtained when SARSET was applied to the second half of the data set. The obtained

results were good despite having a very unbalanced data set where one class was asso-

ciated with more than 70% of the documents.

Table 6.7: Classification results for the OHSUMED-CA-3187-1L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 76.37 0.86 0.76 0.76 0.76

First half 75.53 0.86 0.76 0.76 0.76

Second half 77.21 0.87 0.77 0.77 0.77
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6.3.4.2 OHSUMED-CA-2570-2L

The classification results for the OHSUMED-CA-2570-2L data set are shown in Table

6.8. OHSUMED-CA-2570-2L contained 2,570 documents unevenly distributed among

16 classes. The best accuracy and AUC results (67.78% and 0.35 respectively) were

obtained when SARSET was applied to the first half of the data set. From the results

it can be seen that, although the classes of the OHSUMED-CA-2570-2L data set were

very different from one another thus reducing the possible ambiguities, the results in

terms of AUC were very low. It can be conjectured that the unbalanced distribution

of documents among the classes may have been the reason for having such low AUC

results. The AUC results contrasted with the accuracy results, which appeared to be

affected by the distribution of the documents with respect to the classes.

Table 6.8: Classification results for the OHSUMED-CA-2570-2L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 67.02 0.33 0.38 0.90 0.61

First half 67.78 0.35 0.40 0.91 0.61

Second half 66.23 0.32 0.37 0.90 0.60

6.3.4.3 OHSUMED-CA-834-3L

Table 6.9 presents the results obtained using SARSET on the OHSUMED-CA-834-3L

data set, which contained 834 documents unevenly distributed among 7 classes. The

best accuracy and AUC results (82.19% and 0.61 respectively) were obtained when

SARSET was applied to the second half of the data set. Similarly to the OHSUMED-

CA-2570-2L data set, the AUC results helped to understand how well SARSET per-

formed on the OHSUMED-CA-834-3L data set despite obtaining accuracy values above

80%.

Table 6.9: Classification results for the OHSUMED-CA-834-3L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 81.67 0.59 0.69 0.93 0.75

First half 81.16 0.58 0.68 0.93 0.75

Second half 82.19 0.61 0.69 0.93 0.76

6.3.5 OHSUMED-AD-3393

The OHSUMED-AD-3393 data set is related to animal diseases and is organised in a

hierarchical way in the same manner as SAVSNET-917 and OHSUMED-CA-3187. The

experiments carried out with respect to each of the data sets, and the results obtained,

are presented in the following subsections.
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6.3.5.1 OHSUMED-AD-3393-1L

Table 6.10 presents the results obtained when SARSET was applied to the OHSUMED-

AD-3393-1L data set, which consisted of 3,393 documents unevenly distributed among

34 classes. The best accuracy and AUC results (84.55% and 0.65 respectively) were

obtained when SARSET was applied to the second half of the data set. Despite ob-

taining good accuracy results, as in previous cases, the AUC results indicated that the

outcome was not as good as first indicated by the accuracy results. It was conjectured

that the reasons for this are: (i) the unbalanced nature of the OHSUMED-AD-3393-1L

data set, and (ii) the lack of examples (phrases) related to certain classes within the

document set.

Table 6.10: Classification results for the OHSUMED-AD-3393-1L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 84.27 0.64 0.70 0.99 0.76

First half 83.99 0.63 0.69 0.99 0.76

Second half 84.55 0.65 0.70 0.99 0.77

6.3.5.2 OHSUMED-AD-569-2L

Table 6.11 presents the results obtained using SARSET on the OHSUMED-AD-569-2L

data set, which contained 569 documents unevenly distributed among 26 classes. The

best accuracy and AUC results (78.84% and 0.57 respectively) were obtained when

SARSET was applied to the first half of the data set. Both the accuracy and AUC

results were relatively poor. As in the case of OHSUMED-AD-3393-1L data set, it can

be conjectured that the reasons for these results were: (i) the unbalanced nature of

the OHSUMED-AD-569-2L data set, and (ii) the lack of examples (phrases) related to

certain classes within the document set.

Table 6.11: Classification results for the OHSUMED-AD-569-2L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 78.71 0.55 0.59 0.97 0.71

First half 78.84 0.57 0.59 0.97 0.71

Second half 78.58 0.52 0.59 0.97 0.70

6.3.5.3 OHSUMED-AD-292-3L

The classification results for the OHSUMED-AD-292-3L data set are shown in Table

6.12. OHSUMED-AD-292-3L comprised 292 documents unevenly distributed among 9

classes. The best accuracy result (83.32%) was obtained when SARSET was applied
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to the second half of the data set, while the best AUC result (0.75) was obtained

when SARSET was applied to the first and to the second halves of the data set. Both

the accuracy and AUC results were considered to be acceptable given the unbalanced

distribution of documents among classes. Note that OHSUMED-AD-292-3L contains

many fewer documents than the other OHSUMED data sets.

Table 6.12: Classification results for the OHSUMED-AD-292-3L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 82.08 0.75 0.68 0.94 0.75

First half 80.87 0.74 0.66 0.94 0.74

Second half 83.32 0.75 0.70 0.95 0.76

6.3.6 Reuters-21578-LOC-2327-2H

The Reuters-21578-LOC-2327-2H data set, as in the case of the OHSUMED data sets

and the SAVSNET-917 data set, is organised in a hierarchical way such that each data

set in the hierarchy was considered independently. The experiments carried out with

respect to each of the data sets and the results obtained are presented in the following

subsections.

6.3.6.1 Reuters-21578-LOC-2327-1L

Table 6.13 presents the results when applying SARSET to the Reuters-21578-LOC-

2327-1L data set, which contained 2,327 documents unevenly distributed among 14

classes. The best accuracy result (79.88%) was obtained when SARSET was applied

to the first half of the data set, and the best AUC result (0.60) was obtained when

SARSET was applied to the entire data set and to the second half of the data set.

Table 6.13: Classification results for the Reuters-21578-LOC-2327-1L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 79.75 0.60 0.62 0.96 0.72

First half 79.88 0.59 0.63 0.96 0.72

Second half 79.58 0.60 0.62 0.96 0.72

6.3.6.2 Reuters-21578-LOC-2327-2L

Table 6.14 presents the results obtained using SARSET with respect to the Reuters-

21578-LOC-2327-2L data set, which contained 2,327 documents unevenly distributed

over 92 classes. The best accuracy result (77.24%) was obtained when SARSET was

applied to the first half of the data set. The best AUC result (0.52) was obtained when

SARSET was applied to the entire data set and to the first half of the data set. As
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was expected, because of the large number of classes, the results in terms of AUC were

just slightly better than chance. In terms of accuracy the results were better, but this

could have been as a result of having an unbalanced distribution of documents among

a large number of classes.

Table 6.14: Classification results for the Reuters-21578-LOC-2327-2L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 76.65 0.52 0.53 0.99 0.67

First half 77.24 0.52 0.55 0.99 0.69

Second half 75.14 0.51 0.51 0.99 0.67

6.3.7 Reuters-21578-COM-2327-2H

The Reuters-21578-COM-2327-2H data set is also organised in a hierarchical manner,

therefore each data set in the hierarchy was considered independently. The experiments

carried out with respect to each of the data sets, and the results obtained, are presented

in the following subsections.

6.3.7.1 Reuters-21578-COM-2327-1L

The classification results for the Reuters-21578-COM-2327-1L data set are shown in

Table 6.15. Reuters-21578-COM-2327-1L comprised 2,327 documents unevenly dis-

tributed among 5 classes. The best accuracy result (91.25%) was obtained when

SARSET was applied to the first half of the data set, while the best AUC result (0.88)

was obtained when SARSET was applied to the entire data set and to the first half

of the data set. As in the case of other data sets which contained a small number of

classes, good results were obtained in terms of both accuracy and AUC.

Table 6.15: Classification results for the Reuters-21578-COM-2327-1L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 91.14 0.88 0.86 0.96 0.87

First half 91.25 0.88 0.86 0.96 0.87

Second half 91.03 0.87 0.86 0.96 0.87

6.3.7.2 Reuters-21578-COM-2327-2L

The classification results for the Reuters-21578-COM-2327-2L data set are shown in Ta-

ble 6.16. Reuters-21578-COM-2327-2L contained 2,327 documents unevenly distributed

among 52 classes. The best accuracy result (85.85%) was obtained when SARSET was

applied to the first half of the data set and the best AUC result (0.71) when SARSET
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was applied to the entire data set. Note that relatively good results were obtained

despite the presence of a large number of classes.

Table 6.16: Classification results for the Reuters-21578-COM-2327-2L data set.

Acc (%) AUC Pr Sn/Re Sp

Entire data set 85.56 0.71 0.72 0.99 0.78

First half 85.85 0.70 0.72 0.99 0.78

Second half 85.27 0.70 0.71 0.99 0.77

6.4 Discussion

This section presents a discussion regarding the obtained results and how well they per-

formed with respect to the objectives presented at the beginning of this chapter. Table

6.17 presents an overview of the best results obtained, per data set, using SARSET.
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Prior to considering the objectives of the work described in this chapter the following

five observations can be noted:

1. Although no domain experts gave assistance in the experiments carried out, the

author’s investigations with respect to the various application domains covered

by the data sets provided as much expertise as possible to identify the relevant

phrases and to use the SARSET semi-automated tool to generate rule based clas-

sifiers. In general it can be seen that the results are satisfactory considering the

lack of suitable domain experts in each case. It is suggested that the satisfac-

tory results obtained could have been improved further if experienced domain

experts had been used. The importance of the involvement of domain experts

with respect to the technique presented in this chapter is mainly related to: (i)

the identification of more relevant phrases than a user with little, or no knowl-

edge at all, with respect to the domain of interest could identify; and (ii) aiding

in the disambiguation of concepts that may not be easily distinguishable by a

non-expert user. Consequently, summaries of a better quality may have been

generated.

2. SARSET requires the intervention of a domain expert (user) and consequently

is more resource intensive. However, given that the author was able to generate

sixteen different classifiers using SARSET in reasonable time the resource required

does not appear to be a limiting factor. It is difficult to quantify the resource

required, as this is dependent on the size (in terms of number of records and

classes) and the complexity of the data set to be processed, but each classifier

required some 2 hours to generate.

3. Note that there were cases where there was not enough information in the doc-

uments regarding certain classes, which can be attributed to the dependency of

the different levels in the hierarchical data sets, therefore contributing to the

reduction of potential rules.

4. The unbalanced distribution of documents with respect to the classes had reper-

cussions with respect to the performance of SARSET, especially in cases where

there was a large number of documents.

5. With regard to the previous observation, many data sets contained a large num-

ber of classes. In general, for data sets that had a large number of classes the

classification results were not satisfactory; on the other hand for data sets which

consisted of a small number of classes the classification results were satisfactory.

With respect to the objectives identified in the introduction to this chapter:
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1. To determine whether the quality of the desired text summarisation classifiers can

be improved by incorporating input from domain experts using a semi-automated

tool. From the results obtained it was determined that the quality of the text

summarisation classifiers benefit from input by domain experts. As noted above,

although in general the results were satisfactory, it is acknowledged that if domain

experts had assisted in the generation of the classifiers, much better results might

have been obtained.

2. To ascertain the applicability and effectiveness of the approach when applied to free

text from different sources than questionnaires. The applicability and effectiveness

of SARSET when applied to free text from different sources than questionnaires

was demonstrated. As already noted, the other sources of text were medical

abstracts and news stories. Recall that the type of text on which this thesis is

focused is free text from questionnaires and that the approaches presented take

this into account.

3. To compare the operation of the approach proposed in this chapter with those of

the previous chapters. From Table 6.17 it can be seen that SARSET performed

well in comparison to the application of standard classification techniques as

presented in Chapter 4 and in comparison with CGUSD (Classifier Generation

Using Secondary Data), as presented in Chapter 5. Overall, in terms of accuracy,

SARSET performed better than when using standard classification techniques

and using CGUSD. However, in terms of AUC, SARSET performed worse than

using standard classification techniques but as good as CGUSD. SARSET proved

to be useful when applied to different sources of text but especially in the case of

free text from questionnaires; which, as has been explained before in this thesis,

have unique characteristics (unstructured, misspelled words, acronyms, abbrevia-

tions) that make it difficult to extract information from them using conventional

techniques.

6.5 Summary

This chapter presented SARSET (the Semi-Automated Rule Summarisation Extraction

Tool) which supports a semi-automated approach to the generation of text summari-

sation classifiers. SARSET was evaluated using: (i) the free text element of three

questionnaire data sets, (ii) the free text of two data sets containing medical abstracts

and (iii) the free text of news stories from a news agency. As in the previous chap-

ter, the evaluation metrics used were: (i) overall accuracy expressed as a percentage,

(ii) Area Under the ROC Curve (AUC), (iii) precision, (iv) sensitivity/recall and (v)

specificity.
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Overall, good classification results were obtained for most of the data sets. In terms

of accuracy SARSET obtained better results than when using standard classification

techniques and CGUSD. However, in terms of AUC SARSET performed worse than

when using standard classification techniques, but was competitive with CGUSD. Recall

that most of the data sets were unbalanced and that the identification and selection of

relevant phrases from the free text was not made by a domain expert. Regarding this

latter consideration it is suggested that the satisfactory results obtained could have been

improved if experienced domain experts had generated more comprehensive classifiers.

It was thus concluded that SARSET is a technique that has general applicability and

can be used in different application domains for the purpose of text summarisation.
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Chapter 7

Text Summarisation Using
Hierarchical Text Classification

7.1 Introduction

The previous chapter presented a semi-automated classification technique called SARSET

(Semi-Automated Rule Summarisation Extraction Tool) which was aimed at conduct-

ing document summarisation classification by providing a mechanism for intervention

by a domain expert. This chapter presents a hierarchical classification approach for the

generation of text summarisation classifiers. The motivation for the approach was that

the summary generation processes described in the foregoing three chapters required a

collection of classifiers (one per class) so as to generate a comprehensive summary made

up of several class labels. Each classifier operates independently of one another. The

hierarchical approach presented in this chapter is founded on the observation that the

class labels used to produce summarisations are frequently related and hence can be

arranged in a class hierarchy. The conjecture is that more sophisticated summaries can

be produced using the class hierarchy concept so that several class labels can be col-

lectively used to generate the desired summarisations. The hierarchical summarisation

classification approach presented in this chapter offers the advantage that different lev-

els of classification can be used and the summarisation customised according to which

branch of the tree the current document or questionnaire is located. The approach

presented is based on the concept of hierarchical text classification, which is a form

of text classification that involves the use of class labels arranged in a tree structure.

Hierarchical text classification is thus a form of multi-label classification. As Sun and

Lim state [99], hierarchical classification allows a large classification problem to be

addressed using a “divide-and-conquer” approach. Hierarchical text classification has

been widely investigated and used as an alternative to standard text classification, also

known as flat classification, where class labels are considered independently from one

another.

Recall that, as was described in earlier chapters, the reason why text summarisation
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can be conceived of as a form of text classification is that the classes assigned to text

documents can be viewed as indications (summarisations) of the main ideas of the

text. It has been acknowledged that a summary of this form is not as complete or

as extensive as what some practitioners might consider to be a summary; however, as

also already noted, if we assign multiple labels to each document, this comes nearer

to what might be traditionally viewed as a summary. Note that for a summary to be

both informative and complete the number of required classes may be substantial, to

the extent that the use of flat classification techniques may no longer be viable. A

hierarchical approach to text summarisation classification is therefore suggested. The

idea is that by arranging the potential class labels into a hierarchy multiple class labels

can be attached to documents in a more effective way than if flat classifiers were used.

The effect is to permit an increase in the number of classes that can be used in the

summarisation. To the best knowledge of the author hierarchical classification has

not previously been studied within the context of text summarisation apart from the

author’s own work in [30] and [31].

The proposed hierarchical text classification for text summarisation approach offers

the following advantages:

1. Humans are used to the concept of defining things in a hierarchical manner, thus

the summaries will be produced in an intuitive manner.

2. Hierarchies are a good way of encapsulating knowledge, in the sense that each

node that represents a class in the hierarchy has a specific meaning or significance

associated with it with respect to the summarisation task.

3. Classification/summarisation can be achieved efficiently without having to con-

sider all class labels for each unseen record.

4. It results in a more effective form of classification/summarisation because it sup-

ports the incorporation of specialised classifiers, at specific nodes in the hierarchy.

The five hierarchical data sets used to evaluate the proposed hierarchical summari-

sation classification technique were:

• SAVSNET-917-4H

- SAVSNET-917-1L

- SAVSNET-917-2L

- SAVSNET-917-3L

- SAVSNET-917-4L

• OHSUMED-CA-3187-3H
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- OHSUMED-CA-3187-1L

- OHSUMED-CA-2570-2L

- OHSUMED-CA-834-3L

• OHSUMED-AD-3393-3H

- OHSUMED-AD-3393-1L

- OHSUMED-AD-569-2L

- OHSUMED-AD-292-3L

• Reuters-21578-LOC-2327-2H

- Reuters-21578-LOC-2327-1L

- Reuters-21578-LOC-2327-2L

• Reuters-21578-COM-2327-2H

- Reuters-21578-COM-2327-1L

- Reuters-21578-COM-2327-2L

Note that in the above list the different levels of each hierarchy are also listed. Thus,

with respect to the original 18 evaluation data sets that were presented in Chapter 3

four of these data sets were not used (SAVSNET-840-4-FT, SAVSNET-840-4-TD+FT,

SAVSNET-971-3-FT, SAVSNET-971-3-TD+FT); in other words 14 of the original 18

evaluation data sets are considered in this chapter. The maximum number of levels

in the hierarchical data sets used was four, the main reason for this was that it was

difficult to obtain hierarchical data sets, suitable for evaluation purposes, with more

than four levels. However, the approach presented in this chapter is applicable to

hierarchical data sets with higher number of levels. The minimum number of levels for

the hierarchical data sets used was two.

The research described in this chapter had four objectives:

1. To determine whether the quality of the desired text summarisation classifiers

can benefit from a hierarchical text classification approach.

2. To ascertain the applicability and effectiveness of the approach when applied to

free text from different sources than questionnaires.

3. To compare the performance of the summarisation classifiers having hierarchies of

classes defined using different criteria (sequential questions, categories of medical

topics and location and topics of news stories).
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4. To compare the operation of the approach proposed in this chapter with those

of the previous chapters and to report any improvements with respect to the

classification results obtained in Chapters 4, 5 and 6.

The rest of this chapter is arranged as follows. The hierarchical classification

methodology is described in Section 7.2. A description of the hierarchical data sets

used is presented in Section 7.3. Section 7.4 presents a comprehensive description of

the experiments carried out with respect to each of the hierarchical data sets consid-

ered for evaluation purposes. A discussion of how the proposed technique performed is

presented in Section 7.5. Finally, a summary of the chapter is presented in Section 7.6.

7.2 Methodology

The proposed methodology is presented in this section, which is divided into three sub-

sections: Subsection 7.2.1 presents a formal definition of the problem that the proposed

hierarchical classification technique addresses, Subsection 7.2.2 describes the implemen-

tation of the proposed technique in detail, and Subsection 7.2.3 describes how the text

summaries are generated using the output of the hierarchical classification.

7.2.1 Problem definition

The input to the proposed text summarisation hierarchical classifier generator is a

“training set” of n free text documents, D = {d1, d2, . . . , dn}, where each document di

has a sequence of m “summarisation” class labels, S = {s1, s2, . . . , sm}, such that there

is a one-to-one correspondence between each summarisation label si and some class gj .

Thus the summarisation labels are drawn from a set of m classes G = {g1, g2, . . . , gm}
where each class gj in G has a set of k summarisation labels associated with it gi =

{cj1 , cj2 , . . . cjk}. The associated summary classification hierarchy H then comprises a

set of nodes arranged into p levels, L = {l1, l2, . . . , lp}, such as that shown in Figure 7.1.

Except at the leaf nodes, each node in the hierarchy has a classifier associated with it.

The leaf nodes hold the classes that do not have associated subclasses, therefore they

are not used for classifier generation.

Since we are using a top-down model, the classifiers can be arranged according to

two approaches in terms of the scope and dependency between levels: (i) cascading

and (ii) non-cascading. In the cascading case, the output of the classifier at a parent

node influences the classification conducted at the child nodes at the next level of

the hierarchy (we say that the classification process “cascades” downwards). Thus

a classifier is generated for each child node (except the leaf nodes) depending on the

resulting classification from the parent node. The classification process continues in this

manner until there are no more nodes to be developed. In the case of the non-cascading

model each classifier is generated independently from that of the parent node.
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Figure 7.1: Hierarchy of classes.

In addition, two types of hierarchies are identified regarding the parent-child node

relationship: single and multi-parent. The top-down strategy can be applied in both

cases because, given a piece of text to be summarised, only one best child node (class) is

selected per level. Examples of single and multi-parent hierarchies are shown in Figures

7.2 and 7.3.

Figure 7.2: Single-parent hierarchy Figure 7.3: Multi-parent hierarchy

The classifier generation process is closely linked to the structure of the hierarchy.

When generating a cascading hierarchy we start by generating a classifier founded on

the entire training set. For its immediate child branches we only used that part of the

training set associated with the class represented by each child node. For non-cascading

we use the entire training set for all nodes (except the leaf nodes), but with different

labels associated with the training documents according to the level we are at. The

classifier generation process is described in more detail in Subsection 7.2.2.

Once the generation process is complete, the text summarisation classifier is ready

for application to new data. New documents will be classified by traversing the hier-

archical classifier in a similar manner to that used in the context of a decision tree.

That is, at each level the process will be directed towards a particular branch in the

hierarchy according to the current classification. The length of the produced summary

will depend on the number of levels traversed within the hierarchy.

7.2.2 Hierarchical Classification

In this subsection the two hierarchical text classifier generation approaches considered

(cascading and non-cascading) are described in more detail. Recall that in the non-
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cascading approach the classification process is carried out independently in each node

and, as its name implies, independently of the levels and the parent-child node rela-

tionship, in other words, flat classifiers are generated for each node; in the cascading

approach the output of the classification of the parent nodes affects the classification

conducted at child nodes at the next level of the hierarchy. In both cases a five-step

classifier generation process is specified, as follows:

1. Preprocessing of documents: Text is converted to lower case; numbers, sym-

bols and stop words (common words that are not significant for the text clas-

sification/summarisation process) are removed, stemming is applied and feature

selection is performed.

2. Classification of documents: A classifier is generated for each node in the

current level of the hierarchy. The nature of the classification depends on the

approach taken:

(i) Cascading approach: The output of the classification of the nodes in

the current level will affect nodes at the next level down in the hierarchy.

(ii) Non-cascading approach: The classifier generation is carried out in-

dependently in each node. The classification results do not affect the classifier

generation in nodes at the next level down in the hierarchy.

3. Evaluation of the classification: The generated classifier is evaluated (so the

confidence in the classifier can be gained) and the results recorded. Based on the

resulting evaluation metrics:

(i) Cascading approach: Correctly and incorrectly classified instances are

considered for the classification process in the next level down in the hierarchy.

(ii) Non-cascading approach: The classification results from the previous

level are not taken into account for the classifier generation conducted at the next

level down in the hierarchy.

4. Verification of the existence of nodes in the next level down in the

hierarchy: Exit (hierarchical classifier is complete) if there are no more nodes

to be developed at the next level down in the hierarchy. Otherwise continue with

step 5.

5. Classifier generation at the next level down in the hierarchy: Repeat

process from step 2 for each node at the next level down in the hierarchy.

(i) Cascading approach: Correctly and incorrectly classified instances for

nodes in the previous level are taken into account for nodes in the current level.
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(ii) Non-cascading approach: Classifier generation at nodes in the current

level will be performed regardless of the classification results produced at the

previous level.

Once complete (and found to be effective when applied to an appropriately defined

test set) the generated classifier may be applied to unseen data.

7.2.3 Summary Generation

The hierarchical classifier, produced as described above, may then be used for sum-

mary generation. Similarly to the approaches presented in Chapters 4, 5 and 6 rules

defined by domain experts are used to prepend or append domain-specific text to as-

signed class labels resulting from the classification process. Note, however, that in the

hierarchical case more than one class label is always used to generate a summary. An

example of such a summarisation, with respect to a hierarchy of four levels, where after

the hierarchical classification four summarisation labels (gi = {cj1 , cj2 , cj3 , cj4} would

be related to a document (one per level), might be: {“This document was about cj1

with cj2. cj3 was presented with cj4”}. Note that such a summarisation differs from

traditional text summarisation techniques in that the words or phrases that comprise

the resulting summary are not necessarily present in the original text. However, the

resulting summary is considered to be a concise, coherent and informative overview of

the content of a document as confirmed by reference to domain experts in the context

of the SAVSNET data.

7.3 Hierarchical data sets used

This section presents a description of the hierarchical data sets used. Note that although

a general description of all the data sets was presented in Chapter 3 a more detailed

description is presented in this section in order to put all the data sets in the context

of their respective hierarchies.

7.3.1 SAVSNET-917-4H

The SAVSNET-917-4H hierarchy consists of 917 documents and several class attributes

arranged over 4 different levels in a class hierarchy defined by specific questions variously

included in the SAVSNET questionnaires. Note that since the questions were asked

sequentially, there is a dependency from higher to lower levels in the hierarchy of

classes in terms of the specific characteristics of the conditions presented. Recall that

the SAVSNET initiative relates to the frequency of the occurrence of small animal

diseases. Although SAVSNET-917-4H represents a relatively small hierarchy of classes,

it is the hierarchy of classes with the most levels with respect to the research described

in this thesis. The data set is concerned with gastrointestinal symptoms. In this
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particular case, the child nodes for each of the gastrointestinal symptoms are similar

in the sense that they can have any parent of the previous level (one parent per child

node), making the hierarchy symmetric. This hierarchical data set therefore comprised

four sub-data sets associated with each level in the hierarchy:

1. SAVSNET-917-1L: Contains 3 classes and 917 documents. This level of the

hierarchy is related to gastrointestinal symptoms. The distribution of documents

per class is presented in Table A.3 of Appendix A.

2. SAVSNET-917-2L: Contains 3 classes and 917 documents. This level of the

hierarchy is related to the severity of the gastrointestinal symptoms of SAVSNET-

917-1L in terms of the presence of haemorrhages. The distribution of documents

per class is presented in Table A.4 of Appendix A.

3. SAVSNET-917-3L: Contains 3 classes and 917 documents. This level of the

hierarchy is related to the occurrence of the gastrointestinal symptoms of the

first level taking into account the severity of the second level. The distribution of

documents per class is presented in Table A.5 of Appendix A.

4. SAVSNET-917-4L: Contains 5 classes and 917 documents. This level of the

hierarchy is related to the duration of the gastrointestinal symptoms of the first

level. The distribution of documents per class is presented in Table A.6 of Ap-

pendix A.

7.3.2 OHSUMED-CA-3187-3H

The OHSUMED-CA-3187-3H hierarchy consists of 3,187 documents and several class

attributes arranged over 3 different levels in a class hierarchy related to Cardiovascular

Abnormalities found in the MEDLINE database as defined by MeSH tree codes. This

hierarchy of classes goes from general diseases at the higher levels to more specific

diseases at the lower levels. In this case not all the parent nodes have children making

the hierarchy asymmetric. This hierarchical data set contained three sub-data sets

associated with each level in the hierarchy:

1. OHSUMED-CA-3187-1L: Contains 2 classes and 3,187 documents. This level

of the hierarchy is related to the main cardiovascular abnormalities. The distri-

bution of documents per class is presented in Table A.7 of Appendix A.

2. OHSUMED-CA-2570-2L: Contains 16 classes and 2,570 documents. This level

of the hierarchy is related to more specific cardiovascular abnormalities. The

distribution of documents per class is presented in Table A.8 of Appendix A.
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3. OHSUMED-CA-834-3L: Contains 7 classes and 834 documents. This level of

the hierarchy is related to even more specific cardiovascular abnormalities. The

distribution of documents per class is presented in Table A.9 of Appendix A.

7.3.3 OHSUMED-AD-3393-3H

The OHSUMED-AD-3393-3H hierarchy consists of 3,393 documents and several class

attributes arranged over 3 different levels in a class hierarchy related to Animal Diseases

found in the MEDLINE database as defined by MeSH tree codes. Similarly to the

OHSUMED-CA-3187-3H hierarchy, this hierarchy of classes goes from general diseases

at the higher levels to more specific diseases at the lower levels. Also not all the parent

nodes in the OHSUMED-AD-3393-3H hierarchy have children, making the hierarchy

asymmetric. This hierarchical data set comprised three sub-data sets associated with

each level in the hierarchy:

1. OHSUMED-AD-3393-1L: Contains 34 classes and 3,393 documents. This

level of the hierarchy is related to animal diseases in general. The distribution of

documents per class is presented in Table A.10 of Appendix A.

2. OHSUMED-AD-569-2L: Contains 26 classes and 569 documents. This level

of the hierarchy is related to more specialised animal diseases. The distribution

of documents per class is presented in Table A.11 of Appendix A.

3. OHSUMED-AD-292-3L: Contains 9 classes and 292 documents. This level of

the hierarchy is related to even more specialised animal diseases. The distribution

of documents per class is presented in Table A.12 of Appendix A.

7.3.4 Reuters-21578

The Reuters-21578 collection used in this thesis consists of 2,327 documents and several

class attributes arranged over two different levels of two unrelated class hierarchies,

but related to the same news stories from the Reuters news agency. As mentioned in

Chapter 3, the hierarchy of classes was defined according to the class labels associated

with the documents. These class labels were not explicitly organised as a hierarchy,

thus an appropriate hierarchy had to be imposed. Two different hierarchies of classes

were identified from the class labels used in the Reuters-21578 data set: (i) Reuters-

21578-LOC-2327-2H and (ii) Reuters-21578-COM-2327-2H. The first was related to the

location where the news stories were reported, the second was related to the topics on

which the news stories report, more specifically types of commodities used in trade.

Both the Reuters-21578-LOC-2327-2H and Reuters-21578-COM-2327-2H hierarchies

are asymmetric hierarchies. Note that both two-level hierarchies refer to the same

documents, so the summaries will consist of four class labels (two per class hierarchy).

In the following subsections the Reuters-21578 hierarchies are described in more detail.
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7.3.4.1 Reuters-21578-LOC-2327-2H

The Reuters-21578-LOC-2327-2H data consists of 2,327 documents and several class

attributes arranged over two levels in a class hierarchy related to the location where

the news stories were reported:

1. Reuters-21578-LOC-2327-1L: Contains 14 classes and 2,327 documents. This

level of the hierarchy is related to the region(s) or continent(s) with which each

news story was related. In this case there were no class labels that explicitly

indicated the region(s) or continent(s); the name of the associated region(s) or

continent(s) was determined by taking into account the country or countries with

which each news story was related. The distribution of documents per class is

presented in Table A.13 of Appendix A.

2. Reuters-21578-LOC-2327-2L: Contains 92 classes and 2,327 documents. This

level of the hierarchy is related to the country or countries with which each news

story was related. The class labels explicitly indicated the country or countries.

The distribution of documents per class is presented in Table A.15 of Appendix

A.

7.3.4.2 Reuters-21578-COM-2327-2H

The Reuters-21578-COM-2327-2H data consists of 2,327 documents and several class

attributes arranged over two levels in a class hierarchy related to the topics to which

the news stories reported on:

1. Reuters-21578-COM-2327-1L: Contains 5 classes and 2,327 documents. This

level of the hierarchy is related to the types of commodities to which the news

stories report on. Similarly to the first level of the Reuters-21578-LOC-2327-2H

hierarchy, the names of the types of commodities were not explicitly indicated in

the documents, therefore the names of the individual commodities, which were

explicitly indicated in the documents, were used to determine the types of com-

modities. The distribution of documents per class is presented in Table A.14 of

Appendix A.

2. Reuters-21578-COM-2327-2L: Contains 52 classes and 2,327 documents. This

level of the hierarchy is related to the individual commodities to which the news

stories report on. The class labels associated with the individual commodities in

this case were explicitly indicated in the documents. The distribution of docu-

ments per class is presented in Table A.16 of Appendix A.
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7.4 Experiments and Results

As stated at the beginning of this chapter, the evaluation of the proposed hierarchical

approach for generating summaries from free text was carried out using the five hierar-

chical data sets: (i) SAVSNET-917-4H, (ii) OHSUMED-CA-3187-3H, (iii) OHSUMED-

AD-3393-3H, (iv) Reuters-21578-LOC-2327-2H and (v) Reuters-21578-COM-2327-2H,

which were described in Section 7.3. Note that in most of the data sets the distribution

of the documents per class was significantly unbalanced. The free text was preprocessed

by converting it to lower case, removing numbers, symbols and stop words, applying

stemming using an implementation of the Porter Stemming algorithm [106] and select-

ing relevant features using an implementation of the Chi-squared method as described

previously in Chapter 3. Similarly to Chapter 5, three classifier generation mechanisms

were considered, the ones that produced the best performance as established by the

experiments reported in Chapter 4, namely: (i) SMO, (ii) C4.5 and (iii) RIPPER.

As stated in the survey of hierarchical classification presented by Silla and Freitas in

[95], there is still not a general consensus on which is the best way to evaluate hierarchi-

cal classification algorithms. Most researchers use standard flat classification evaluation

measures (accuracy, AUC, precision, sensitivity/recall and specificity for example) to

evaluate hierarchical classification, which are the most used with respect to other types

of classification but which might not give enough insight into the results for each level

in a hierarchy of classes. However, other researchers have presented their own hierarchi-

cal classification evaluation measures whose usage is not as widespread. Having taken

into account the aforementioned points and considering that the approaches presented

in Chapters 4, 5 and 6 were evaluated using flat classification evaluation measures, it

was decided to use the same flat classification evaluation measures used in previous

chapters to evaluate the hierarchical classification approach used for generating sum-

maries from free text as presented in this chapter. The evaluation was thus conducted

using Ten-fold Cross Validation (TCV) and, as in the case of previous chapters, the

evaluation metrics used were: (i) overall accuracy expressed as a percentage, (ii) Area

Under the ROC Curve (AUC), (iii) precision, (iv) sensitivity/recall and (v) specificity.

Again, accuracy and AUC were considered to be the most relevant evaluation measures;

precision, sensitivity/recall and specificity were recorded so as to provide a broader in-

sight into the effectiveness of the individual classifiers. (Each of these measures was

described in Chapter 2.) Note that the results that are presented are from the parent

nodes at each respective level in each one of the hierarchy of classes considered.

Given that many parameters were taken into account for the experiments, 15 tables

were produced. In this section only two of these 15 tables are presented to show the

best results for the SAVSNET-917-4H (see Table 7.1) and the OHSUMED-CA-3187-3H

(see Table 7.2) hierarchies, the former related to free text from questionnaires and the

latter to free text from medical abstracts. The complete set of 15 results tables are
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presented in Appendix B from Tables B.1 to B.15. For all the tables the first row

indicates which classification algorithm was used (SMO, C4.5 or RIPPER), the second

row indicates the hierarchical classification approach that was used (cascading or non-

cascading) and the third row is the header of the results table. With respect to the

latter row, the first column presents the level of the hierarchy and the second column

presents the nodes from which the results were obtained. The remaining ten columns

are divided in two groups of five columns according to the hierarchical classification

strategy applied (cascading and non-cascading respectively); for each group the results

obtained are presented in terms of the evaluation measures used: (i) overall accuracy

expressed as a percentage (Acc), (ii) Area Under the ROC Curve (AUC), (iii) precision

(Pr), (iv) sensitivity/recall (Sn/Re) and (v) specificity (Sp).
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Note that for identifying the hierarchical strategy and the classification algorithm

that had the best performance with respect to each level of the hierarchy of classes, and

for allowing comparison of the approach presented in this chapter with the approaches

presented previously in this thesis, the results obtained had to be presented in the

closest manner possible to those presented in Chapters 4, 5 and 6. It was thus decided

to average the accuracy and AUC results obtained per level for each hierarchy of classes

in a similar manner as other researchers have presented averaged values for evaluating

hierarchical classification ([20, 53, 66, 99]). Simplified results tables are presented in

Tables 7.3 to 7.6 with respect to each hierarchy of classes except for OHSUMED-AD-

3393-3H, which turned out to be not completely suitable for the experiments given

its unbalanced nature and its distribution of documents per parent node, thus not

allowing the comparison of the cascading and non-cascading hierarchical strategies.

The simplified results tables are organised in the following manner: the first column

indicates the level of the hierarchy, the remaining 12 columns are divided into groups

of 4 columns (one per classification algorithm) which in turn are divided into groups

of 2 columns (one per hierarchical classification strategy) which in each case give the

averaged accuracy and averaged AUC results per level.
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The rest of this section is divided into six subsections: the first five directed at each

one of the hierarchies of classes considered and the last one directed at the resulting

text summaries.

7.4.1 SAVSNET-917-4H

The hierarchical classification results for the SAVSNET-917-4H hierarchy of classes are

presented in detail in Appendix B in Tables B.1, B.2 and B.3, and in a simplified form

in Table 7.3. Note that previous work by the author regarding hierarchical classification

for text summarisation that included a SAVSNET hierarchy of classes was presented

in [30]; the main differences with respect to that work are: (i) slightly different pre-

processing, (ii) the addition of C4.5 and RIPPER as classification algorithms and (iii)

the addition of precision as an evaluation measure. As has been mentioned in previous

chapters, the documents are unevenly distributed among the different classes in the

hierarchy. Recall that the SAVSNET-917-4H hierarchy of classes was defined in terms

of sequential questions from the SAVSNET project, and consequently all the nodes,

except for the ones at the lowest level, were considered. For the three classification

algorithms and for both the cascading and non-cascading strategies the classification

results for both accuracy and AUC were better at higher levels and worst at lower

levels. Table 7.1 presents the detailed results obtained when SMO was used, which

produced the best results, but still shows how both accuracy and AUC decreased from

the higher to the lower levels in the hierarchies. Note that with respect to the cascading

strategy one node at the lowest level in the hierarchy (“Unknown Occurrence”) did not

get documents from higher levels in the hierarchy, which was caused by the misclassi-

fication of a small number of records related to that class. In general the results were

not satisfactory, with SMO obtaining the best results for both the cascading and the

non-cascading strategies.

7.4.2 OHSUMED-CA-3187-3H

The hierarchical classification results for the OHSUMED-CA-3187-3H hierarchy of

classes are presented in detail in Appendix B in Tables B.4, B.5 and B.6, and in a

simplified form in Table 7.4. Recall that since the OHSUMED-CA-3187-3H hierarchy

of classes was defined according to the categories in MEDLINE’s MeSH tree only the

parent nodes (classes) in each level of the hierarchy were considered for classifier gener-

ation, thus, reducing the number of classes to be used. Similarly to the results obtained

for the SAVSNET-917-4H hierarchy, better results were obtained at the higher levels

of the hierarchy, decreasing lower down in the hierarchy. However, as Table 7.4 shows,

the results were satisfactory in this case. Overall the best results were obtained using

SMO and the non-cascading hierarchical strategy (see Table 7.2). In terms of accuracy

the results obtained with both the cascading and non-cascading strategies were similar.
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In terms of AUC the best results were obtained with the non-cascading strategy.

7.4.3 OHSUMED-AD-3393-3H

The hierarchical classification results for the OHSUMED-AD-3393-3H hierarchy of

classes are presented in detail in Appendix B in Tables B.7, B.8 and B.9. The results

were not presented in a simplified form here because, as indicated by closer inspection

of the results, the OHSUMED-AD-3393-3H hierarchy of classes turned out to be not

entirely suited to the experiments because of the unbalanced nature of the data set and

the small number of documents in the parent nodes; which, unlike the other hierarchical

data sets used, did not allow for passing (cascading) of sufficient numbers of documents

to lower levels in the hierarchy. In the case of the non-cascading strategy results were

obtained for all the parent nodes in the hierarchy with the exception of three nodes in

the second level of the hierarchy, where there were not enough documents to perform

TCV. In terms of the non-cascading strategy the classification algorithm that had the

best performance was SMO. Consequently, since few results were obtained using the

cascading strategy for the three classification algorithms considered, it was not possible

to make a comparison between the cascading and non-cascading strategies.

7.4.4 Reuters-21578-LOC-2327-2H

The hierarchical classification results for the Reuters-21578-LOC-2327-2H hierarchy of

classes are presented in detail in Appendix B in Tables B.10, B.11 and B.12, and in a

simplified form in Table 7.5. Note that it was not possible to obtain results for some

nodes of this two-level hierarchy of classes because of the small number of documents

related to that respective nodes (classes) and also because in some cases there were not

enough documents to perform TCV. Overall the best results for all the classification

algorithms were obtained using the non-cascading strategy. In terms of both accuracy

and AUC the best results were obtained using SMO.

7.4.5 Reuters-21578-COM-2327-2H

The hierarchical classification results for the Reuters-21578-COM-2327-2H hierarchy of

classes are presented in detail in Appendix B in Tables B.13, B.14 and B.15, and in a

simplified form in Table 7.6. Given the slightly more even distribution of documents

among a small number of classes it was possible to obtain results with respect to all the

nodes in this two-level hierarchy of classes. In general the accuracy and AUC results

were relatively good with respect to the hierarchical classification strategies and to the

classification algorithms. The best results were obtained using SMO and the cascading

strategy.
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7.4.6 Text Summarisation

In this subsection some examples of generated summaries for each data collection

considered (SAVSNET, OHSUMED and Reuters-21578) are presented. Recall that,

as noted in Subsection 7.2.3, summaries are generated by prepending or appending

domains-specific text to the class labels assigned to the documents after the classifica-

tion process. Therefore the size of the generated summaries depends on the number

of levels considered either using a hierarchy of classes per document set (SAVSNET,

OHSUMED) or two or more hierarchies of classes per document set (Reuters-21578).

This subsection is divided into three parts, one per data collection considered. It was

divided in this manner so as to group data sets containing similar types of free text.

7.4.6.1 SAVSNET

With respect to the SAVSNET data collection a four-level hierarchical data set was con-

sidered, namely SAVSNET-917-4H. Summaries for this hierarchical data set in terms of

the topic of each level are of the form: {GI (Gastrointestinal) disease presented, sever-

ity of the GI disease presented, occurrence of the GI disease presented, duration of the

GI disease presented.}. Note that, if desired, domain-specific text related to veterinary

science can be added based on rules defined by domain experts in order to improve the

readability of the generated summary. Consider, for example, the following resulting

class labels, each one related to a level in the hierarchy: {diarrhoea, not haemorrhagic,

first time, 2-4}. A summary based on these class labels could be: {Presented diarrhoea,

not haemorrhagic, presented for the first time and the duration of the symptoms was

between two and four days.}. Note that the hierarchy of classes was defined using a

sequence of questionnaire questions, therefore in most cases all the levels in the result-

ing hierarchy are covered. In cases where there are insufficient documents at certain

nodes, the length of the summaries will vary, especially in the case where the cascading

hierarchical strategy is used because there may not be a sufficient number of documents

to pass to the next level.

7.4.6.2 OHSUMED

For the OHSUMED data collection two hierarchical data sets were considered: (i)

OHSUMED-CA-3187-3H and (ii) OHSUMED-AD-3393-3H. Although both data sets

are subsets of the OHSUMED data collection there is no close relationship between

them, as they are part of different branches of the MEDLINE’s MeSH tree which

reflects how the content of MEDLINE (medical abstracts) is organised. Therefore,

they were considered as individual and separate data sets. As noted previously, the

OHSUMED-CA-3187-3H hierarchy of classes is related to Cardiovascular Abnormalities

and the OHSUMED-AD-3393-3H hierarchy of classes to Animal Diseases. An exam-

ple of a generated summary from OHSUMED-CA-3187-3H going from the general to
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the particular (higher to lower classes) with the class labels {Vascular Malformations,

Vascular Fistula, Arteriovenous Fistula} would be: {Paper related to Vascular Malfor-

mations, Vascular Fistula and Arteriovenous Fistula}. In this example the summary

is a list of topics to which the documents relate, going from the general to the spe-

cific. A domain expert would be able to add more meaningful text to be prepended

or appended as appropriate. An example of a generated summary from OHSUMED-

AD-3393-3H going from the particular to the general (lower to higher classes) with the

class labels {Animal Parasitic Diseases, Animal Protozoan Infections, Animal Toxo-

plasmosis} would be: {Paper related to Animal Toxoplasmosis and Animal Protozoan

Infections in the context of Animal Parasitic Diseases}. Since the OHSUMED hier-

archies of classes are asymmetric and do not necessarily cover all the levels in the

hierarchy, the generated summaries are more varied in terms of length.

7.4.6.3 Reuters-21578

The Reuters-21578 data set was distinct from the SAVSNET and OHSUMED data

sets because the summaries were generated from two unrelated two-level hierarchies of

classes related to the same documents. The two hierarchical data sets considered were:

(i) Reuters-21578-LOC-2327-2H and (ii) Reuters-21578-COM-2327-2H. The former is

related to the location from where the associated news story was reported and the

latter to the topics of the news stories (namely commodities used in trade). Since the

same documents were related to both hierarchies of classes, it was deemed appropriate

to construct the summaries using the four class labels from both hierarchies (two class

labels per hierarchy). This presents a different approach to generating summaries from

those used with respect to the SAVSNET and the OHSUMED data collections. An

example of a generated summary for a certain document with respect to the Reuters-

21578-LOC-2327-2H and Reuters-21578-COM-2327-2H data sets with the class labels

{Europe, UK} and {Energy, Crude} respectively would be: {This news story is about

Crude and Energy, and is related to the UK in the Europe area}. Note that this case

allows for the combination of the assigned class labels in a number of different ways. It

is acknowledged that having hierarchies with more levels would have resulted in more

comprehensive summaries.

7.5 Discussion

This section presents a discussion regarding the obtained results and how well they

performed with respect to the objectives presented at the beginning of this chapter

and with respect to the results obtained in previous chapters. Table 7.7 presents an

overview of the best results obtained per level for each hierarchy of classes for which

results could be obtained. Note that the classification results for the OHSUMED-AD-

3393-3H hierarchy of classes are not included because it was not possible to obtain
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results using the cascading strategy (see above). A comparison between the results

obtained with the hierarchical classification approach presented in this chapter and

the results obtained with approaches presented in Chapters 4, 5 and 6 is presented

along with Table 7.8, which presents the overall classification results for the approaches

presented in this thesis with respect to the evaluation data sets considered in each case.

Table 7.7: Best classification techniques and results.

Best results
Data set casc ¬casc

Alg. Acc (%) AUC Alg. Acc (%) AUC

SAVSNET-917-1L SMO 70.34 0.75 SMO 70.34 0.75

SAVSNET-917-2L SMO 64.88 0.58 SMO 87.41 0.56

SAVSNET-917-3L SMO 66.11 0.60 SMO 60.97 0.59

SAVSNET-917-4L SMO 44.26 0.61 SMO 45.55 0.61

OHSUMED-CA-
3187-1L

SMO 94.84 0.93 SMO 94.84 0.93

OHSUMED-CA-
2570-2L

RIPPER 87.53 0.91 SMO 86.27 0.93

OHSUMED-CA-
834-3L

C4.5 85.95 0.73 SMO 87.69 0.81

Reuters-21578-LOC-
2327-1L

SMO 82.25 0.93 SMO 82.25 0.93

Reuters-21578-LOC-
2327-2L

SMO 76.68 0.69 RIPPER 72.62 0.74

Reuters-21578-
COM-2327-1L

SMO 95.79 0.98 SMO 95.79 0.98

Reuters-21578-
COM-2327-2L

SMO 81.64 0.83 C4.5 81.37 0.87

Prior to considering the objectives of the work described in this chapter the following

five observations can be made:

1. For evaluation purposes five hierarchies of classes were used. The hierarchies of

classes were subsets of the data collections used earlier in this research, namely: (i)

SAVSNET (SAVSNET-917-4H), (ii) OHSUMED (OHSUMED-CA-3187-3H and

OHSUMED-AD-3393-3H) and (iii) Reuters-21578 (Reuters-21578-LOC-2327-2H

and Reuters-21578-COM-2327-2H). The way in which the hierarchies of classes

used were defined was based on the nature of the data collections from which

they were part of: (i) the SAVSNET-917-4H hierarchy was defined in terms

of the sequential questions itemised in the SAVSNET questionnaires, (ii) the

OHSUMED-CA-3187-3H and the OHSUMED-AD-3393-3H hierarchies were de-

fined according to MeSH tree codes from the MEDLINE biomedical database,

and (iii) the Reuters-21578-LOC-2327-2H and Reuters-21578-COM-2327-2H hi-
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erarchies were defined in terms of the locations and topics (commodities used in

trade) to which news stories pertained.

2. Regarding the SAVSNET and OHSUMED hierarchies, only the current single

hierarchy was considered for the generation of summaries. However, in the case

of the Reuters-21578 hierarchies, since they were related to the same set of doc-

uments but were unrelated in terms of how they were defined, the logical step

was to apply the hierarchical method for each hierarchy and to use the output of

both hierarchies for summary generation. In this particular case, although both

Reuters-21578 hierarchies had two levels, it was possible to generate comprehen-

sive summaries when the classification outputs were combined.

3. Most of the data sets associated with the levels in the hierarchies had an uneven

distribution of documents per class, which in some cases affected severely the

operation of the cascading strategy because: (i) there were not enough documents

to be considered in some levels in the hierarchy (usually the lowest ones) and (ii)

unbalanced data sets could lead to misclassifications, some of which, in the case

of the cascading strategy, were carried forward to the lower levels in the hierarchy.

4. Since there is not an established way to evaluate hierarchical classification systems

and in order to be able to compare the results of this chapter to those obtained

in Chapters 4, 5 and 6, the same flat classification evaluation measures used

in those chapters were used to evaluate the hierarchical classification approach

presented in this chapter. Note that the accuracy and AUC results were averaged

for each level of the hierarchies as has been done in other related work found in

the literature.

5. As expected, the quality of the hierarchical classification results obtained was

reflected in the quality of the generated summaries. The summary generation

with respect to the hierarchical approach presented in this chapter was carried

out by appending or prepending domain-specific text to the resulting class la-

bels (one per level) in a similar manner as in previous chapters. Comprehensive

summaries were generated given that many class labels were used, unlike the ap-

proaches presented in previous chapters which only used one class label although

more comprehensive results could have been obtained by harnessing the output

of several classifiers each directed at a different set of class labels. Additionally,

the hierarchical approach presented in this chapter allows for the construction of

summaries by combining the resulting class labels in the most convenient way by

appending/prepending domain-specific text that was previously defined by do-

main experts to, for example, generate summaries that go from the general to the

particular (or the other way around).
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The objective of comparing the evaluation results for all the approaches with respect

to the data sets used was to identify which approach produced the best performance

with respect to the data sets considered. Since the proposed approaches operated in

different manners and were, at least in part, intended for use in different contexts, the

comparison presented here is not intended to identify one approach as being superior

to the rest, instead the intention is to identify the features of each that lead to effective

summarisation.

The comparison of the proposed approaches was primarily conducted in terms of

classification performance. For all the approaches the evaluation metrics used were: (i)

overall accuracy expressed as a percentage, (ii) Area Under the ROC Curve (AUC), (iii)

precision, (iv) sensitivity/recall and (v) specificity. Accuracy and AUC were considered

to be the most relevant; precision, sensitivity/recall and specificity were presented so

as to provide a broader insight into the effectiveness of the approaches. The reason for

considering accuracy and AUC as the most relevant evaluation metrics were as follows.

Accuracy is the simplest and easiest measure to understand of the evaluation measures

used since it is a percentage given by the number of instances correctly classified,

however accuracy does not take into account the distribution of the classes (the “class

priors”). Thus AUC was also used as this does take into account the class priors.

Note that with respect to the evaluation of the hierarchical approach presented in

this chapter, the evaluation metrics were calculated for each node at each level of the

hierarchy, but for comparison purposes the overall accuracy and AUC results were

obtained by averaging for each level.

How the division of the evaluation data into training and test components was

conducted depended on the nature of the proposed text summarisation technique under

consideration. For the approach using standard classification techniques presented in

Chapter 4, Ten-fold Cross Validation (TCV) was used. For the CGUSD approach

presented in Chapter 5 each classification technique was trained using secondary data

and tested using primary data. For the SARSET approach presented in Chapter 6,

because of the human resource required, a 50:50 training-set split was adopted where

the classifiers were applied to the test set, the original training sets and the entire data

set (training and test set) to ensure that all the documents were used for the evaluation.

For the hierarchical classification technique presented in this chapter TCV was again

used.

Table 7.8 presents the overall classification results for the approaches presented in

this thesis with respect to the evaluation data sets considered in each case. The results

are presented in terms of classification accuracy and AUC. The first column of the

table gives the name of the data set (individually for standard classification, CGUSD

and SARSET, and as levels in a hierarchy of classes with respect to the hierarchical

classification approach presented in this chapter), the remaining 12 columns are di-

175



vided into four groups of three columns for standard classification, CGUSD, SARSET

and hierarchical classification. With respect to standard classification, CGUSD and

hierarchical classification their respective columns show: (i) the best algorithm, (ii) the

overall accuracy expressed as a percentage (Acc) and (iii) the Area Under the ROC

Curve (AUC). With respect to the columns for SARSET the columns show: (i) the

part of the data set used when the best results were produced (“F” - First half, “S”

- Second half or “E” - Entire data set) indicated by the letter “P”, (ii) the overall

accuracy expressed as a percentage (Acc) and (iii) the Area Under the ROC Curve

(AUC). Note that for the algorithms that had the best performance with respect to

hierarchical classification the hierarchical strategy used is indicated, cascading (“casc”)

or not cascading (“¬casc”). Where a data set was not used for evaluation purpose with

respect to a particular technique this is indicated in the table using a “*” character.
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From Table 7.8 it can be observed that for standard classification, CGUSD and

hierarchical classification the algorithm that produced best overall performance was

SMO. With respect to the SARSET methodology, for most data sets, the accuracy

results obtained were similar with those obtained using SMO for the other approaches.

Again it can be seen that the approaches applicable to most of the data sets were

standard classification and SARSET.

Note that while almost all the results obtained using standard classification tech-

niques consistently produced good accuracy and AUC results, when CGUSD was ap-

plied there were many cases in which low accuracy and high AUC results were obtained

for the same data set, which is interesting considering that most of the secondary data

sets were balanced (it also demonstrated once again that by using AUC as an evalu-

ation measure it is possible to have more insight into the obtained results than when

only accuracy is used). The observations about the results shown in Table 7.8 are

considered independently with respect to each of the main data collections because the

text contained in each data collection has a different nature. In the following list the

performance of the proposed approaches with respect to the different data collections

used is presented:

1. SAVSNET: Regarding the SAVSNET data sets, while the best accuracy results

were obtained using SARSET, the worst accuracy results were obtained using

CGUSD. The accuracy results using standard and hierarchical classification were

similar with those obtained using SARSET. In terms of AUC the results obtained

using standard classification, SARSET and hierarchical classification were very

similar and better than those obtained with CGUSD. These considerations are

based on the cases where it was possible to make a comparison. The free text

from the SAVSNET questionnaires seemed to benefit from straightforward clas-

sification techniques and from the provided domain experts knowledge through

the use of the semi-automated tool (SARSET). From the classification results

shown in Table 7.8 it is concluded that for most of the SAVSNET data sets it

was possible to generate informative and relatively good quality summaries using

standard classification, SARSET and hierarchical classification.

2. OHSUMED: It was possible to use the OHSUMED data sets for evaluating

almost all the proposed approaches with the exception of the hierarchical clas-

sification approach, for which the OHSUMED-AD-3393-4H hierarchy of classes

was not used because of the unbalanced distribution of documents per class and

the small number of documents with respect to some classes. Interestingly, the

overall results obtained with respect to all the techniques when they were applied

to the OHSUMED data sets overcome the results obtained when all the tech-

niques were applied to the SAVSNET data sets, showing that the type of text
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used influences the outcome of the approaches used. It can be conjectured that

the main reason for obtaining higher results than the SAVSNET data sets is that

the free text from the OSHUMED data sets tended to not feature many of the

data quality issues present in the SAVSNET data (lack of structure, misspellings,

poor grammar, use of abbreviations and acronyms). With respect to the data sets

in the OHSUMED-CA-3187-4H hierarchy of classes, the best results in terms of

both accuracy and AUC were obtained using standard classification, CGUSD and

hierarchical classification. On the other hand the SARSET results were similar

in terms of accuracy but not good in terms of AUC. With respect to the data

sets in the OHSUMED-AD-3393-4H hierarchy of classes, the best overall results

were obtained using the standard classification approach. However, in terms of

accuracy, SARSET also obtained good results; and in terms of AUC CGUSD

produced the best results.

3. Reuters-21578: In the case of the Reuters-21578 data sets it was possible to

use almost all of the data sets with respect to the proposed approaches except

the Reuters-21578-COM-2327-2L when using CGUSD, because it was difficult to

generate secondary data for this data set. Similar to the results obtained using

the OHSUMED data sets, the results obtained for the Reuters-21578 data sets

were better than those obtained with respect to the SAVSNET data set (for the

same conjectured reason). In terms of accuracy the best results were obtained

using standard classification, SARSET and hierarchical classification. In terms

of AUC the best results were obtained using standard classification, CGUSD and

hierarchical classification. Note that the difference found with respect to the

accuracy and AUC results obtained when using CGUSD for the OHSUMED data

set was more evident for the Reuters-21578 data sets by having in general low

accuracy and high AUC results.

As described in detail in Chapter 2, the summaries generated were evaluated in terms

of both the intrinsic and extrinsic evaluation measures typically used for text summari-

sation. Recall that intrinsic evaluation is directed at the analysis and comparison of

the generated summary with the original document or with a summary generated by a

human. Extrinsic evaluation is directed at determining how useful a summary is with

respect to a certain domain. For all the approaches proposed, the generated summaries

complied with all the intrinsic evaluation criteria as they were: grammatically correct,

non-redundant, complete, accurate, structured and coherent and presented referential

clarity. With respect to the extrinsic evaluation measures and considering that the type

of text from which it was desired to generate summaries was that from questionnaires,

the generated summaries were seen as acceptable taking into account that the results

were obtained with text classification, which was the only quantitative evaluation mea-
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sure used. In other words, in terms of the extrinsic evaluation measures the quality of

the generated summaries depended on how well the classification methods performed.

With respect to the data sets used in this thesis, the best techniques for generating

summaries from questionnaires were: (i) standard classification and (ii) SARSET. With

respect to medical abstracts, the best techniques for generating summaries were: (i)

standard classification and (ii) hierarchical classification. Note that SARSET performed

well with respect to AUC. Finally, the best techniques for generating summaries from

news items were: (i) standard classification and (ii) hierarchical classification.

With respect to the objectives identified in the introduction to this chapter:

1. To determine whether the quality of the desired text summarisation classifiers

can be improved by benefitting from a hierarchical text classification approach.

From the results obtained it was determined that the quality of the text sum-

marisation classifiers benefit from the hierarchical text classification approach

presented in this chapter because it results in a more effective form of classifi-

cation/summarisation by supporting the incorporation of specialised classifiers

at specific nodes in the hierarchy. The use of the class labels for each level of

the hierarchy as part of the summaries result in longer and more comprehensive

summaries with respect to the other approaches presented in this thesis.

2. To ascertain the applicability and effectiveness of the approach when applied to

free text from different sources than questionnaires. The applicability and effec-

tiveness of the hierarchical approach presented in this chapter with respect to

free text from different sources than questionnaires was demonstrated. It was

conjectured that what makes a hierarchy of classes suitable for text summarisa-

tion/classification using this approach is not the type of free text, but: (i) the way

in which the hierarchy of classes is defined and (ii) the availability of sufficient

documents for each level in the hierarchy.

3. To compare the performance of the summarisation classifiers having hierarchies of

classes defined using different criteria (sequential questions, categories of diseases

and location and topics of news stories). As can be seen from Table 7.7, the

best results were obtained using SMO, which is a SVM algorithm. It can be

conjectured that SMO had the best performance for most of the levels in the

hierarchies because its SVM nature allowed it to effectively reduce a multi-class

problem into many binary classification problems for each level. SVM are known

for obtaining good results with respect to binary classification and have been

shown to work well in the context of text mining [112].

4. To compare the operation of the approach proposed in this chapter with those of the

previous chapters and to report any improvements with respect to the classification
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results obtained in Chapters 4, 5 and 6. In order to compare the operation of the

hierarchical approach proposed in this chapter with those of the previous chapters

it was decided to use averaged values for accuracy and AUC as the best way to

make comparisons, as it was shown in Table 7.8. In general classification results

were better than those obtained with CGUSD and they were similar with those

obtained using standard classification techniques and with SARSET. An overall

comparison of the proposed approaches was presented.

7.6 Summary

This chapter has presented a hierarchical classification approach aimed at the gener-

ation of text summarisation classifiers. Two hierarchical classification strategies were

devised in terms of the scope and dependency between the levels in the hierarchies used:

(i) cascading and (ii) non-cascading. While the former took into account the output of

the classifier at the parent nodes with respect to the child nodes at the next level in

the hierarchy, the latter generated classifiers independently from the output of parent

nodes. As in previous chapters, the hierarchical approach presented in this chapter was

evaluated with different types of free text: (i) free text from questionnaires, (ii) free

text from medical abstracts and (iii) free text form news stories from a news agency.

In order to conduct a comparison of the performance of the hierarchical approaches

with respect to the approaches presented in Chapters 4, 5 and 6, the same standard

flat classification evaluation measures were used, namely: (i) overall accuracy expressed

as a percentage, (ii) Area Under the ROC Curve (AUC), (iii) precision, (iv) sensitiv-

ity/recall and (v) specificity. The comparison of the performance of all the approaches

presented in this thesis was presented.

Overall good results were obtained considering: (i) the unbalanced nature of the

data sets used and (ii) that in some cases it was not possible to associate sufficient

numbers of records with particular classes (nodes) in the hierarchies. In terms of

the hierarchical strategies carried out, and not taking into account the root nodes

of the hierarchies (which of course produced the same classification results regardless

of which strategy was used), the results were similar for both the cascading and the

non-cascading strategies. Classification results were better than those obtained with

CGUSD and they were similar with those obtained using standard classification and

SARSET. It was not possible to compare the operation of the hierarchical approach

when applied to the OHSUMED-AD-3393-3H hierarchy of classes. However, in general,

it is argued that more comprehensive summaries were produced with respect to the

CGUSD and SARSET approaches due to the inclusion of a greater number of class

labels.
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Chapter 8

Conclusions and Future Work

This chapter provides a summary of the proposed text classification methods used for

text summarisation that were presented in this thesis, the main findings and contri-

butions, and some possible future directions. Section 8.1 presents the summary of the

proposed approaches in terms of their objectives and operation. The main findings and

contributions of the research presented in this thesis is presented in Section 8.2. Finally

the potential directions for possible future research are presented in Section 8.3.

8.1 Summary

The aim of the research presented in this thesis, as stated in Chapter 1, was to answer

the following research question: “Is it possible to generate summaries describing the free

text element often found in questionnaires using text classification techniques; while at

the same time taking into account that such text is usually sparse, unstructured and

contains misspelled words, poor grammar, and abbreviations and acronyms related to

a specific domain?”. Five research issues associated with this research question were

identified:

1. The inherent characteristics of the free text part of questionnaires.

2. The need for robust classification techniques whose results have an effect on the

quality of the generated summaries.

3. The mechanism for generating the desired summaries from class labels.

4. The typical case of having unbalanced data sets.

5. The requirement for sufficient training data so that effective questionnaire classi-

fication summarisation techniques can be applied.

Recall that this thesis has presented a study on the use of text classification methods

for text summarisation with respect to the unstructured free text part of questionnaire

data. At the same time the proposed techniques have also been applied and evaluated
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to other forms of free text. The fundamental idea presented in this thesis is that

text summarisation can be conceived of as a form of text classification in that the

classes assigned to text documents may be viewed as indicators (summarisors) of the

main concepts contained in the original free text, but in a coherent and reduced form.

Coherent because the class names that are typically used to label text documents tend

to represent a synthesis of the topic with which the document is concerned. Reduced

because the context has been minimised to a set of labels. It was acknowledged that a

summary of this form was not as complete or as extensive as what some practitioners

might consider to be a summary; however by assigning multiple class labels to each

document (questionnaire free text) the generated summaries, it is argued, come close

to what might be traditionally viewed as a summary.

Chapter 2 presented a review of the relevant background knowledge with respect to

the research addressed in this thesis. Three main areas were covered: (i) Questionnaire

Data Mining, (ii) Text Classification and (iii) Text Summarisation. Chapter 3 presented

a description of the nature of the data sets used to evaluate the proposed approaches as

well as how they were preprocessed. Three data collections containing different types

of text were considered: (i) SAVSNET (questionnaire free text), (ii) OHSUMED (text

from medical abstracts) and (iii) Reuters-21578 (text from news stories). Overall 18

subsets of these data collections were used for evaluation purposes. The number of data

sets actually used for evaluation purposes with respect to the proposed techniques in

each case varied depending on the nature of the technique. The motivation for using

different types of text, other than free text from questionnaires, was so as to demon-

strate the wide applicability and effectiveness of the presented approaches although

they were initially intended for questionnaire data.

Four approaches were presented to address the aforementioned research question:

1. Using Standard Classification Techniques for Text Summarisation. Chap-

ter 4 considered the use of standard classification techniques for text summari-

sation. The motivation was to establish a benchmark with which the more spe-

cialised summarisation classification techniques presented later in the thesis could

be later compared. A number of different classifier generators were used. Since

the questionnaire data also contained a tabular data part, this was also considered

in order to determine whether the inclusion of tabular data in the classification

process might improve the effectiveness of the classification results and conse-

quently the quality of the summaries. Two feature selection techniques were

also considered: (i) Term Frequency-Inverse Document Frequency (TF-IDF) plus

Chi-squared and (ii) TF-IDF plus Correlation-based Feature Selection (CFS).

2. Classifier Generation Using Secondary Data (CGUSD) for Text Sum-

marisation. Chapter 5 presented an approach that considered the case when
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the available data was not considered sufficient for training purposes (or possi-

bly because no data was available at all). The idea was to consider building the

desired text summarisation classifiers using some appropriate secondary data set

and then applying the resulting classifier, for the purposes of text summarisation,

to the primary data (free text that is to be summarised). A challenge with respect

to the proposed CGUSD technique was the necessity to first obtain appropriate

secondary data that featured the same topics (class labels) as the primary data.

The main objective was to determine whether text summarisation classifiers could

be generated using secondary data which could then be effectively applied to pri-

mary data to produce good quality summaries. The issue of having unbalanced

data sets for generating a classifier was partially addressed by CGUSD because it

provided for the possibility of generating balanced secondary data sets (regardless

of whether the primary data was balanced or not). The operation of the clas-

sifiers that had the best performance in Chapter 4, using standard classification

techniques, was compared with respect to the CGUSD approach. In terms of ac-

curacy, for all the data sets in which both approaches could be applied, CGUSD

had the worst performance. In terms of AUC almost all the compared results

showed that standard classification performed better than the CGUSD approach.

3. Using a Semi-Automated Rule Summarisation Extraction Tool (SARSET)

for Text Summarisation. Chapter 6 presented a semi-automated classifica-

tion technique called SARSET (Semi-Automated Rule Summarisation Extrac-

tion Tool) to support document summarisation classification. The motivation

for SARSET was the conjecture that the results obtained with respect to the

approaches presented in Chapters 4 and 5 could be improved upon by allowing

a domain expert to take part in the process for generating summarisation clas-

sifiers. SARSET allowed domain experts to select phrases from questionnaire

returns (or other types of text) in a training set that could be included in the

antecedents of classification rules. For each phrase selected by the domain expert

SARSET automatically generated variations of the suggested phrases, using a

synonym database and “wild card” characters. The domain expert then iden-

tified the most relevant phrase variations within the context of the document

set and a set of classification rules was produced where the antecedents com-

prised the selected phrase variations and the consequent was the name of the

class (phrase variation ⇒ name of class). Exceptions, in this context, were

specific phrases that could be covered by a rule antecedent, but which should not

be used for classification purposes. As with the previous approaches SARSET

was evaluated using different types of text in order to ascertain its applicability

and effectiveness. Overall in terms of accuracy it performed similarly to the stan-

dard classification approach and better than CGUSD. In terms of AUC SARSET
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performed worst than the standard classification approach and the CGUSD ap-

proach.

4. Text Summarisation Using Hierarchical Text Classification. Chapter 7

presented a hierarchical summarisation classification approach. This approach

assumed that text summarisation could be achieved using a classification ap-

proach whereby several class labels could be associated with documents which

then constituted the summarisation. This hierarchical summarisation classifica-

tion approach offered the advantage that different levels of classification could be

used and the summarisation could be customised according to which branch of

the tree the current document was located. Hierarchical classification involves

the use of class labels arranged in a tree structure, therefore hierarchical text

classification is a form of multi-label classification. The advantages offered by the

proposed hierarchical summarisation classification approach were: (i) people are

familiar with the concept of defining things in a hierarchical manner, (ii) hierar-

chies are a good way of encapsulating knowledge, (iii) not all the class labels have

to be taken into account for summarising unseen records and (iv) hierarchical

classification summarisation is more effective than summarisation based on flat

classification approaches given that specialised classifiers are used in each node of

the hierarchy of classes. Unlike the approaches presented in Chapters 4, 5 and 6,

the use of hierarchical classification allowed the use of more than one class label

to be used to generate summaries, thus the summaries produced were nearer to

what might be traditionally viewed as a summary. The main objective was to

determine if the quality of the desired text summarisation classifiers could be im-

proved by using the hierarchical text classification approach. Overall, in the cases

where it was possible to make a comparison, in terms of accuracy the hierarchi-

cal text classification approach produced a better performance than the standard

classification, CGUSD and SARSET approaches; in terms of AUC the hierar-

chical classification approach performed similarly to the standard classification

approach and better than the CGUSD and SARSET approaches.

A detailed description of how the research issues were addressed is presented in the

next section.

8.2 Main Findings and Contributions

This thesis focused on the summarisation of free text found in questionnaires using

text classification methods. Four summarisation approaches, founded on the concept of

text classification, were proposed: (i) using standard classification techniques, (ii) using

secondary data to generate classifiers to be applied to primary data, (iii) using a semi-

automated rule summarisation extraction tool that requires user interaction, and (iv)
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using a hierarchical text classification approach to generate the desired summaries. The

design and operation of these approaches addressed the research question introduced

in Chapter 1 and a number of associated research issues. In this section the research

question and associated research issues, presented in Chapter 1 and repeated in the

introduction to this chapter, are returned to.

Recall that the research question was:

“can relevant information be extracted in the form of a summary from the free text

element often found in questionnaires using text classification techniques; while at the

same time taking into account that such text is usually sparse, unstructured and

contains misspelled words, poor grammar, and abbreviations and acronyms related to

a specific domain?”.

The work described in this thesis indicates that the answer to this question is that

summaries can be extracted from the free text element often found in questionnaires

using appropriately defined text classification techniques. Furthermore, it is argued,

the applicability and effectiveness of the proposed approaches have been demonstrated.

With respect to the five research issues associated with the provision to the answer

of the research question the following main findings were arrived at:

1. Inherent characteristics of the free text part of questionnaires. Recall

that these inherent characteristics were: (i) a lack of structure, (ii) misspelled

words, (iii) poor grammar and (iv) the use of abbreviations and acronyms. With

respect to the lack of structure it was considered early on in this research to use

a VSM representation, more specifically the bag-of-words representation whereby

free text is “tokenised” using white space characters and delimiter symbols in

order to isolate words and store them in a vector (one vector per document). In

the bag-of-words representation the relationship between words is lost, but this is

not considered to be a disadvantage with respect to questionnaire free text which

tends to have very little structure anyway. On the contrary it allows for faster

computational processing. Stemming was used to overcome the presence of mis-

spelled words and poor grammar in the free text. Stemming also served to reduce

the size of the feature space. Misspellings were no longer an issue if they occurred

in the part of the word that derived from the stems. The use of abbreviations

and acronyms was addressed by the standard classification approach, the CGUSD

approach and the hierarchical classification approach by including those abbrevi-

ations and acronyms that appeared more frequently in the stop words list; with

respect to SARSET, the knowledge of domain experts helped to identify relevant

abbreviations and acronyms from the free text.

2. Robust classification techniques. The robustness of the proposed approaches

was demonstrated because they were satisfactory applied to a range of data sets
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used for evaluation purposes in this thesis, which featured between 2 and 92

classes. The largest data sets considered were: (i) OHSUMED-AD-3393-1L which

featured 3,393 documents and was used to evaluate the standard classification

and the SARSET techniques, (ii) the secondary data generated with respect to

the OHSUMED-CA-2570-2L which featured 5,535 documents and was used to

evaluate the CGUSD technique and (iii) OHSUMED-CA-3187-1L which featured

3,187 documents and was used to evaluate the hierarchical classification technique.

3. The mechanism for generating the desired summaries from class labels.

As detailed in Chapter 4, the mechanism for generating the desired summaries

relies on: (i) the resulting class labels assigned to unseen documents as a result of

applying a selected classifier and (ii) simple rules established by domain experts

to decide how to prepend or append domain-specific text to the generated class

labels. The text to be prepended or appended is based entirely on the domain

expert’s criteria and in the context of the application domain of the free text.

Regarding the summary generation of the approaches presented in Chapters 4, 5

and 6, only one label per document was considered; which, although this resulted

in very concise summaries, were short compared to what many practitioners con-

sider as a summary. The hierarchical nature of the approach presented in Chapter

7 allowed the use of more class labels. Generating summaries from free text in this

manner was deemed to be effective in the particular case where text is sparse, un-

structured, contains misspelled words, poor grammar, and abbreviations related

to a specific domain, such as the free text part of questionnaires.

4. Unbalanced data. Recall that unbalanced data refers either to the case where

a significant number of documents per class is not available or to the case where

there is a large number of documents with respect to some classes but not others.

This typically occurs in real-world data sets. Almost all of the data sets used in

this thesis to evaluate the performance of the proposed approaches were unbal-

anced. It is argued that the presence of unbalanced data was the most significant

issue effecting performance with respect to the techniques proposed in this thesis.

In Chapter 5 this issue was partially addressed using the CGUSD approach by

generating balanced secondary data when there was not sufficient primary data.

Interestingly, while balanced secondary data was used for generating classifiers

in Chapter 5 using the CGUSD approach, the AUC results obtained were better

than the ones obtained using both SARSET and hierarchical classification, but

worse than those obtained when standard classification techniques were applied

directly to unbalanced data sets. In terms of accuracy, CGUSD produced the

worst performance. Note that AUC gives a better insight into performance than

accuracy in the presence of unbalanced data. In general the obtained results for
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all the approaches are considered as satisfactory considering the unbalanced na-

ture of the data sets, demonstrating the applicability of the proposed approaches

to unbalanced data sets.

5. Sufficient training data. Having sufficient training data was another issue

identified early on in this research, especially with respect to the questionnaire

data sets. To address this issue the CGUSD approach was proposed where ap-

propriate secondary data was extracted from source data closely related to the

primary data in order to build the desired text summarisation classifiers. With

respect to the data sets used for evaluation purposes, in most cases, it was pos-

sible to generate sufficient secondary data. The reasons why it was not possible

in all cases was that the classes in the candidate secondary data sets were not

always found to be entirely compatible with the classes defined in the primary

data sets.

The main contributions of the work described in this thesis are as follows:

1. An evaluation of the use of the concept of text classification in the context of

questionnaire free text summarisation.

2. A demonstration of the benefits of the usage of classification for summarisation

that addresses the issues associated with the nature of the free text element

of questionnaire data, which tends to be unstructured and include misspellings,

abbreviations and domain specific terminology.

3. An investigation into the use of secondary data to support free text classification

and specifically questionnaire free text summarisation.

4. A hierarchical classification mechanism to provide more sophisticated text sum-

marisation, with respect to questionnaire data, than that provided using single

label classifiers.

5. A number of approaches to generating summaries from the free text element

of questionnaire data, namely: (i) standard classification techniques, (ii) use of

secondary data, (iii) semi-automated summary generation (requires end user in-

volvement) and (iv) hierarchical classification for text summarisation.

6. An investigation into the SAVSNET [83] questionnaire data collections.

8.3 Future Directions

The research described in this thesis has indicated a number of promising directions

for future research. These research directions are briefly outlined below.
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1. Alternative integration of tabular data and free text from question-

naires. In the approach that used standard classification techniques presented

in Chapter 4 relevant features from the tabular data part of questionnaires were

added to the free text part as keywords in an attempt to add more relevant

information to the free text and therefore to improve the classification results.

However, as the experiments carried out using the SAVSNET-840-4-TD+FT and

the SAVSNET-971-3-TD+FT data sets demonstrated, the inclusion of tabular

data in the form of keywords did not improve the quality of the summarisation

classification. One alternative way to integrate tabular data with free text data

so as to improve the summarisation classification of free text would be by using

the most relevant tabular attributes directly with respect to the generated sum-

maries. Another way would be to use the spatial and temporal tabular attributes

along with the other most relevant tabular attributes in order to provide more

context in relation to the generated summaries.

2. Experiments with alternative data sets. The approaches presented in this

thesis to investigate the use of classification methods for text summarisation were

focused mainly on the free text part of questionnaires. However two other types

of free text were used to evaluate the proposed approaches besides questionnaire

text, namely: (i) text from medical abstracts and (ii) text from news stories. The

motivation for using different types of free text was to demonstrate the applica-

bility and effectiveness of the approaches when applied to free text from different

sources than questionnaires. In order to widen the scope of the approaches pre-

sented in this thesis more extensive experiments need to be carried out using: (i)

different types of data from that used in the experiments presented in this thesis

such as “tweets” (text messages of up to 140 characters which people mainly use

to share thoughts or to give opinions about topics) from the Twitter social net-

work, opinions of people regards videos on YouTube or comments of people about

news in on-line editions of newspapers, and (ii) different forms of questionnaire

free text data such as that frequently included in the “end of module” feedback

reports that are typically completed by university students or product review

questionnaires.

3. Including multi-label classification. With the exception of the hierarchical

classification approach presented in Chapter 7, all the approaches used single-

label classification techniques to generate the summarisation classifiers. While it

was found that using a single label produced concise, coherent and informative

summaries from documents, it is expected that using more class labels (as demon-

strated using the proposed hierarchical classification technique) will enrich the

generated summaries. However, finding data sets where more labels are included
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and then creating the mechanisms for multi-label classification with respect to

text summarisation is not a straightforward task. Therefore it is suggested that

future work is required so as to comprehensively address this issue. With respect

to the hierarchical classification approach, it is suggested that experiments using

larger hierarchies (more than four levels) should also be carried out.

4. Finding more efficient mechanisms to address unbalanced data. Han-

dling unbalanced data sets was partially addressed in Chapter 5 using the CGUSD

approach and, while the obtained AUC results were better than those obtained us-

ing SARSET and the hierarchical classification approaches, they were worse than

those produced using standard classification. In terms of accuracy CGUSD pro-

duced the worst performance. The results presented in this thesis demonstrated

that: (i) the presence of unbalanced data is almost inevitable in the context of

real-world data and (ii) generating classifier from balanced data sets (as has been

suggested by some practitioners) does not necessarily produce satisfactory results.

Therefore finding more efficient mechanisms to address the unbalanced data issue

is considered to be an important item for future research.

5. SARSET improvements. The SARSET technique allowed for the use of do-

main experts knowledge to improve the classification based summarisation of free

text from questionnaires. It was demonstrated that SARSET could be effectively

applied to free text from different sources than questionnaire data and that the re-

sults obtained were similar to those obtained with respect to the other approaches

presented in this thesis. However, in the context of the operation of SARSET

there are many things that can be improved such as: (i) the way in which the rules

are generated and “fired” during the classification process, (ii) the GUI interface

and (iii) the performance optimisation of the proposed techniques. It is therefore

suggested that this will provide another fertile direction for future work.

6. Use of Data Stream Mining. The techniques presented in this thesis could

include or address Data Stream Mining in the context of Questionnaire Data

Mining because, as it was indicated in the introductory chapter of this thesis, two

of the motivations for this work are the volume of data to be analysed and the

increase in the speed of how the data is analysed. In the case of the standard

classification technique for example, Figure 4.1 would have a loop to represent

the continuous flow of incoming data.
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Appendix A

Distribution of records per class
with respect to the evaluation
data sets used

In this appendix the distribution of records per class with respect to the evaluation

data sets is presented (Tables A.1 to A.14). For the tables related to the SAVSNET

(Tables A.1 to A.6) and Reuters-21578 (Tables A.13 to A.16) data sets, the columns

are as follows: (i) the first column shows the name of the class, (ii) the second column

shows the number of records per class and (iii) the third column shows the percentage

of records per class. For the tables related to the OHSUMED (Tables A.7 to A.12) data

sets, the columns are explained as follows: (i) the first column shows the name of the

class, (ii) the second column shows the MeSH Tree Code related to the class, (iii) the

third column shows the number of records per class and (iv) the fourth column shows

the percentage of records per class. Note that the last row of all the tables gives the

total number and percentage of records in the data set.

Table A.1: Number of records per class in SAVSNET-840-4 and in
SAVSNET-840-4-TD+FT (k = 352).

Class Num. %

Aggression 34 4.05
Diarrhoea 315 37.50
Pruritus 352 41.90
V omiting 139 16.55

Total 840 100.00
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Table A.2: Number of records per class in SAVSNET-971-3 and in
SAVSNET-971-3-TD+FT (k = 586).

Class Num. %

Diarrhoea 586 60.35
V omiting 268 27.60
V om & Dia 117 12.05

Total 971 100.00

Table A.3: Number of records per class in SAVSNET-917-1L (k = 536).

Class Num. %

Diarrhoea 536 58.45
V omiting 248 27.05
V om & Dia 133 14.50

Total 917 100.00

Table A.4: Number of records per class in SAVSNET-917-2L (k = 604).

Class Num. %

Haemorrhagic 177 19.30
Not Haemorrhagic 604 65.87
Unknown Severity 136 14.83

Total 917 100.00

Table A.5: Number of records per class in SAVSNET-917-3L (k = 573).

Class Num. %

First T ime 573 62.49
Nth T ime 290 31.62
Unknown Occurrence 54 5.89

Total 917 100.00

Table A.6: Number of records per class in SAVSNET-917-4L (k = 411).

Class Num. %

Less Than One Day 273 29.77
Between Two And Four Days 411 44.82
Between Five And Seven Days 82 8.94
More Than Eight Days 139 15.16
Unknown Duration 12 1.31

Total 917 100.00
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Table A.7: Number of records per class in OHSUMED-CA-3187-1L (k = 2,339).

Class MeSH Tree Code Num. %

Congenital Heart Defects C14.240.400 2,339 73.39
V ascular Malformations C14.240.850 848 26.71

Total 3,187 100.00

Table A.8: Number of records per class in OHSUMED-CA-2570-2L (k = 525).

Class MeSH Tree Code Num. %

Cor Triatriatum C14.240.400.200 21 0.82
Coronary V essel Anomalies C14.240.400.210 218 8.48
Crisscross Heart C14.240.400.220 6 0.23
Dextrocardia C14.240.400.280 11 0.43
Patent Ductus Arteriosus C14.240.400.340 160 6.23
Eisenmenger Complex C14.240.400.450 22 0.86
Heart Septal Defects C14.240.400.560 524 20.39
Levocardia C14.240.400.701 2 0.08
Marfan Syndrome C14.240.400.725 106 4.12
Noonan Syndrome C14.240.400.787 16 0.62
Tetralogy of Fallot C14.240.400.849 153 5.95
Aortic Coarctation C14.240.400.90 237 9.22
Transposition of Great V essels C14.240.400.915 227 8.83
Arteriovenous Malformations C14.240.850.750 525 20.43
Scimitar Syndrome C14.240.850.968 13 0.51
V ascular F istula C14.240.850.984 329 12.80

Total 2,570 100.00

Table A.9: Number of records per class in OHSUMED-CA-834-3L (k = 299).

Class MeSH Tree Code Num. %

Endocardial Cushion Defects C14.240.400.560.350 21 2.52
Atrial Heart Septal Defects C14.240.400.560.375 191 22.90
V entricular Heart Septal Defects C14.240.400.560.540 228 27.34
Aortopulmonary Septal Defect C14.240.400.560.98 34 4.08
Double Outlet Right V entricle C14.240.400.915.300 31 3.72
Arterio−Arterial F istula C14.240.850.984.500 30 3.60
Arteriovenous F istula C14.240.850.984.750 299 35.85

Total 834 100.00
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Table A.10: Number of records per class in OHSUMED-AD-3393-1L (k = 2,112).

Class MeSH Tree Code Num. %

Bird Diseases C22.131 65 1.92
Borna Disease C22.152 6 0.18
Cat Diseases C22.180 52 1.53
Cattle Diseases C22.196 87 2.56
V eterinary Abortion C22.21 7 0.21
Animal Disease Models C22.232 2,112 62.25
Dog Diseases C22.268 118 3.48
Erysipelothrix Infections C22.331 5 0.15
Fish Diseases C22.362 15 0.44
Foot− and−Mouth Disease C22.380 8 0.24
Actinobacillosis C22.39 1 0.03
Foot Rot C22.394 2 0.06
Goat Diseases C22.405 5 0.15
Heartwater Disease C22.434 1 0.03
Animal Hepatitis C22.467 82 2.42
Horse Diseases C22.488 34 1.00
Infectious Keratoconjunctivitis C22.500 1 0.03
Animal Lameness C22.510 1 0.03
Animal Muscular Dystrophy C22.595 76 2.24
Aleutian Mink Disease C22.62 1 0.03
Animal Parasitic Diseases C22.674 236 6.96
Paratuberculosis C22.688 9 0.27
Parturient Paresis C22.695 1 0.03
Contagious P leuropneumonia C22.717 1 0.03
Primate Diseases C22.735 89 2.62
Pseudorabies C22.742 5 0.15
Rinderpest C22.780 5 0.15
Rodent Diseases C22.795 39 1.15
Animal Salmonella Infections C22.812 29 0.85
Sheep Diseases C22.836 110 3.24
Swine Diseases C22.905 23 0.68
V eterinary V enereal Tumors C22.950 1 0.03
V esicular Stomatitis C22.952 68 2.00
Zoonoses C22.969 98 2.89

Total 3,393 100.00
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Table A.11: Number of records per class in OHSUMED-AD-569-2L (k = 194).

Class MeSH Tree Code Num. %

Newcastle Disease C22.131.630 13 2.28
Poultry Diseases C22.131.728 21 3.69
Avian Tuberculosis C22.131.921 2 0.35
Avian Leukosis C22.131.94 20 3.51
Feline Acquired Immunodeficiency Syndrome C22.180.350 6 1.05
Bovine V irus Diarrhea−Mucosal Disease C22.196.106 2 0.35
Freemartinism C22.196.339 1 0.18
Infectious Bovine Rhinotracheitis C22.196.429 5 0.88
Bovine Tuberculosis C22.196.927 3 0.53
Distemper C22.268.265 13 2.28
Canine Hip Dysplasia C22.268.485 1 0.18
Furunculosis C22.362.224 5 0.88
Animal V iral Hepatitis C22.467.435 63 11.07
Equine Infectious Anemia C22.488.304 3 0.53
Animal Helminthiasis C22.674.377 42 7.38
Animal Protozoan Infections C22.674.710 194 34.09
Monkey Diseases C22.735.500 89 15.64
Infectious Ectromelia C22.795.239 1 0.18
Murine Acquired Immunodeficiency Syndrome C22.795.650 5 0.88
Border Disease C22.836.160 1 0.18
Contagious Ecthyma C22.836.259 8 1.41
Progressive Interstitial Pneumonia of Sheep C22.836.660 6 1.05
Scrapie C22.836.799 49 8.61
V isna C22.846.900 14 2.46
Gastroenteritis Transmissible of Swine C22.905.469 1 0.18
African Swine Fever C22.905.72 1 0.18

Total 569 100.00

Table A.12: Number of records per class in OHSUMED-AD-292-3L (k = 133).

Class MeSH Tree Code Num. %

Rift V alley Fever C22.467.435.812 23 7.88
Dirofilariasis C22.674.377.320 19 6.51
Toxocariasis C22.674.377.868 23 7.88
Babesiosis C22.674.710.122 19 6.51
Cryptosporidiosis C22.674.710.235 133 45.55
Theileriasis C22.674.710.735 6 2.05
Animal Toxoplasmosis C22.674.710.817 36 12.33
Marburg V irus Disease C22.735.500.500 3 1.03
Simian Acquired Immunodeficiency Syndrome C22.735.500.850 30 10.27

Total 292 100.00
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Table A.13: Number of records per class in Reuters-21578-LOC-2327-1L (k = 1,021).

Class Num. %

AfricaAmerica 51 2.19
AfricaAsia 7 0.30
Africa 70 3.01
AfricaEurope 19 0.82
AmericaAsia 243 10.44
AmericaAustralia 6 0.26
America 1,021 43.88
AmericaEurope 90 3.87
AsiaAustralia 7 0.30
Asia 314 13.49
AsiaEurope 100 4.30
Australia 40 1.72
AustraliaEurope 2 0.09
Europe 357 15.34

Total 2,327 100.00

Table A.14: Number of records per class in Reuters-21578-COM-2327-1L (k = 966).

Class Num. %

Energy 633 27.20
Grains 743 31.93
Livestock 105 4.51
Metal 347 14.91
Soft 499 21.44

Total 2,327 100.00
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Table A.15: Number of records per class in Reuters-21578-LOC-2327-2L (k = 743).

Class Num. %

Algeria 4 0.17
Argentina 24 1.03
Australia 38 1.63
Austria 3 0.13
Bahrain 4 0.17
Bangladesh 7 0.30
Belgium 60 2.58
Bolivia 6 0.26
Botswana 1 0.04
Brazil 54 2.32
Bulgaria 1 0.04
Burma 1 0.04
Cameroon 2 0.09
Canada 133 5.72
Chile 2 0.09
China 40 1.72
Colombia 22 0.95
Costa Rica 3 0.13
Cuba 5 0.21
Cyprus 6 0.26
Denmark 2 0.09
Dominican Republic 1 0.04
Ecuador 21 0.90
Egypt 5 0.21
El Salvador 1 0.04
Ethiopia 1 0.04
Fiji 2 0.09
Finland 5 0.21
France 54 2.32
Ghana 5 0.21
Greece 6 0.26
Haiti 4 0.17
Hong Kong 3 0.13
Hungary 1 0.04
India 17 0.73
Indonesia 45 1.93
Iran 10 0.43
Iraq 7 0.30
Ireland 1 0.04
Israel 1 0.04
Italy 8 0.34
Ivory Coast 6 0.26
Japan 79 3.39
Jordan 1 0.04

Table continues in the next page.
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Table A.15 continued.

Class Num. %

Kenya 5 0.21
Kuwait 9 0.39
Luxembourg 5 0.21
Madagascar 4 0.17
Malaysia 24 1.03
Mauritius 2 0.09
Mexico 9 0.39
Netherlands 31 1.33
New Zealand 2 0.09
Nicaragua 3 0.13
Nigeria 3 0.13
Norway 8 0.34
Pakistan 11 0.47
Papua New Guinea 1 0.04
Peru 9 0.39
Philippines 12 0.52
Poland 2 0.09
Portugal 2 0.09
Qatar 2 0.09
Saudi Arabia 15 0.64
Singapore 11 0.47
South Africa 17 0.73
South Korea 5 0.21
Spain 10 0.43
Sri Lanka 10 0.43
Suriname 1 0.04
Sweden 4 0.17
Switzerland 23 0.99
Syria 1 0.04
Taiwan 19 0.82
Tanzania 5 0.21
Thailand 25 1.07
Togo 1 0.04
Trinidad Tobago 1 0.04
Turkey 3 0.13
UAE 8 0.34
Uganda 5 0.21
UK 247 10.61
USA 966 41.51
USSR 21 0.90
V enezuela 21 0.90
V ietnam 1 0.04
West Germany 42 1.80
Y emen Arab Republic 3 0.13
Y emen Demo Republic 1 0.04
Y ugoslavia 2 0.09

Table continues in the next page.
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Table A.15 continued.

Class Num. %

Zambia 7 0.30
Zimbabwe 6 0.26

Total 2,327 100.00

Table A.16: Number of records per class in Reuters-21578-COM-2327-2L (k = 508).

Class Num. %

Alum 48 2.06
Barley 1 0.04
Carcass 29 1.25
Cocoa 60 2.58
Coconut 2 0.09
Coffee 124 5.33
Copper 61 2.62
Corn 8 0.34
Cotton 27 1.16
Crude 486 20.89
F − cattle 2 0.09
Fishmeal 1 0.04
Fuel 13 0.56
Gas 33 1.42
Gold 120 5.16
Grain 508 21.83
Groundnut 3 0.13
Heat 16 0.69
Hog 16 0.69
Iron− steel 51 2.19
Jet 4 0.17
L− cattle 2 0.09
Lead 19 0.82
Livestock 56 2.41
Lumber 13 0.56
Meal − feed 22 0.95
Naphtha 1 0.04
Nat− gas 48 2.06
Nickel 5 0.21
Oilseed 77 3.31
Orange 21 0.90
Palm− oil 3 0.13
Pet− chem 29 1.25
Platinum 4 0.17
Plywood 2 0.09
Potato 5 0.21
Propane 3 0.13
Rapeseed 2 0.09

Table continues in the next page.
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Table A.16 continued.

Class Num. %

Rice 3 0.13
Rubber 41 1.76
Silver 16 0.69
Soy −meal 1 0.04
Soybean 4 0.17
Strategic−meal 19 0.82
Sugar 146 6.27
Tapioca 1 0.04
Tea 9 0.39
Tin 32 1.38
V eg − oil 88 3.78
Wheat 21 0.90
Wool 1 0.04
Zinc 20 0.86

Total 2,327 100.00
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Appendix B

Additional Experimental Results

This appendix presents experimental results used for the evaluation of the hierarchi-

cal classification approach presented in Chapter 7 which were omitted from the main

body of this thesis because of space restrictions. The additional experimental results

are shown from Tables B.1 to B.15. For all the tables the first row indicates which

classification algorithm was used (SMO, C4.5 or RIPPER), the second row indicates

the hierarchical classification approach that was used (cascading or non-cascading) and

the third row is the header of the results table. With respect to the latter row, the

first column presents the level of the hierarchy and the second column presents the

nodes from which the results were obtained. The remaining ten columns are divided in

two groups of five columns according to the hierarchical classification strategy applied

(cascading and non-cascading respectively); for each group the results obtained are

presented in terms of the evaluation measures used: (i) overall accuracy expressed as

a percentage (Acc), (ii) Area Under the ROC Curve (AUC), (iii) precision (Pr), (iv)

sensitivity/recall (Sn/Re) and (v) specificity (Sp).
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